a2 United States Patent

Lee et al.

US009460689B2

US 9,460,689 B2
Oct. 4, 2016

(10) Patent No.:
45) Date of Patent:

(54) MOBILE TERMINAL AND METHOD FOR
CONTROLLING THE SAME

(71) Applicant: LG ELECTRONICS INC., Seoul
(KR)

(72) Inventors: Haein Lee, Seoul (KR); Jungsun Cho,
Seoul (KR); Yeongnam Ahn, Seoul
(KR)

(73) Assignee: LG ELECTRONICS INC., Seoul
(KR)

Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by 70 days.

(21) Appl. No.: 14/478,706

(*) Notice:

(22) Filed: Sep. 5, 2014
(65) Prior Publication Data
US 2015/0379964 Al Dec. 31, 2015
(30) Foreign Application Priority Data
Jun. 25,2014 (KR) cccoevvievineenaee 10-2014-0078466
(51) Imt.CL
G09G 5/12 (2006.01)
GO6F 3/041 (2006.01)
GO6F 3/01 (2006.01)
GO6F 1/16 (2006.01)
GO6F 3/0486 (2013.01)
GO6F 3/0485 (2013.01)
HO4M 1/725 (2006.01)
GOG6F 3/0488 (2013.01)
(52) US. CL
CPC ..o G09G 5/12 (2013.01); GOG6F 1/1626

(2013.01); GOGF 3/017 (2013.01); GOGF
3/0412 (2013.01); GOGF 3/0416 (2013.01);
GOGF 3/0485 (2013.01); GOGF 3/0486
(2013.01); GOGF 3/04883 (2013.01); HO4M
1/7253 (2013.01); GOGF 2203/04101
(2013.01); GO6F 2203/04104 (2013.01); GO6F
2203/04806 (2013.01); GOGF 2203/04808
(2013.01); GO9G 2320/0693 (2013.01); GOIG
2354/00 (2013.01); GO9G 2356/00 (2013.01);
G09G 2370/16 (2013.01); HOAM 2250/64
(2013.01)

(58) Field of Classification Search
None
See application file for complete search history.

(56) References Cited
U.S. PATENT DOCUMENTS

8,527,892 B2* 9/2013 Sirpal ..o GOG6F 1/1616
715/702

8,913,026 B2* 12/2014 Y00 ...cccoocvvvviiinne GOG6F 3/0488
345/1.1

8,982,070 B2* 3/2015 Tomimori ............ GOGF 3/0483
345/1.1

9,275,077 B2* 3/2016 Lee .....cccoovnnnnne. GOG6F 3/0488
2010/0079672 Al* 4/2010 Bae ... GOGF 3/0483
348/565

2012/0084694 Al* 4/2012 Sirpal .............. GOG6F 1/1616
715/769

2012/0169638 Al*  7/2012 Kim ....ccooevveinn GOG6F 1/1643
345/173

2012/0218216 Al* 82012 Tomimoti ............ GOGF 3/0483
345/173

2012/0278727 Al 112012 Ananthakrishnan et al.

(Continued)

FOREIGN PATENT DOCUMENTS

EP 2 148 268 A2
EP 2226 713 Al

1/2010
9/2010

Primary Examiner — Dismery Mercedes
(74) Attorney, Agent, or Firm — Birch, Stewart, Kolasch
& Birch, LLP

(57) ABSTRACT

A mobile terminal including a body; a touchscreen provided
to a front and extending to side of the body and configured
to display content; and a controller configured to detect one
side of the body comes into contact with one side of an
external terminal, display a first area on the touchscreen
corresponding to a contact area of the body and the external
terminal and a second area including the content, receive an
input of moving the content displayed in the second area to
the first area, display the content in the first area, and share
the content in the first area with the external terminal.

19 Claims, 67 Drawing Sheets

— 2512




US 9,460,689 B2
Page 2

(56) References Cited

U.S. PATENT DOCUMENTS

2013/0021262 Al* 1/2013 Chen .......cccoeevnne. GOG6F 3/0488
345/173
2013/0090065 Al* 4/2013 Fisunenko ............. GO6F 3/017
455/41.2
2013/0122960 Al*  5/2013 Kim ..o HO04M 1/7253
455/566

2013/0169510 Al*
2014/0068469 Al*
2014/0123038 Al*

2014/0164966 Al*

* cited by examiner

7/2013

3/2014

5/2014

6/2014

Tahara ... GO09G 5/00
345/1.3
Lee i, HO04M 1/7253
715/761
Ahn GOG6F 3/0488
715/761
Kim .o, GO6F 3/04886
715/769



U.S. Patent Oct. 4, 2016 Sheet 1 of 67 US 9,460,689 B2
FIG. 1A
100
/
Power supply | _qo0  #
10 unit
7 i
E r Wireless communication 1: ____1__‘5__.___%
e unit | Qutput unit
| i
$11 ot Broadoast { Display unit f-b- 151
' receiving module | ;
| .
. Mobile communication| | Audio T
112 < e o E """""" output module 192
T N e ; -
113t firetess Internet | Haptic moduie b+-153
modile i
|
Short-range ‘ Optical |1
14~ communication module E output module ol
| .
115 i Location | Controller |~ 777777
"t information module |
2 d
"_—_"—_——"—’—')‘ —————— a
120~ input unit | BT
121 Camera E
|
122 -—+ #icrophone !
|
123 User input unit E
___________________ il
1440 —- Sensing unit
41—~  Proximity sensor 170
142~ [llumination sensor ——
Interface | _ 150
unit




US 9,460,689 B2

Sheet 2 of 67

Oct. 4, 2016

U.S. Patent

FIG. 1B

FIG. 1C




US 9,460,689 B2

Sheet 3 of 67

Oct. 4, 2016

U.S. Patent

FIG. 2A

1G.

¥




U.S. Patent Oct. 4, 2016 Sheet 4 of 67 US 9,460,689 B2

FIG. 2C

51a 1513 1512 1511 - o
| 'J s |




US 9,460,689 B2

Sheet 5 of 67

Oct. 4, 2016

U.S. Patent

FIG. 2D

o~
«
'

L9y L .

S L
)
pmnn B4

(b)

(c)



U.S. Patent Oct. 4, 2016 Sheet 6 of 67 US 9,460,689 B2

FIG. 3

A0 1437 ' NIRRT

A

P ;1 Reunion in
29 L Gangnam
sunny at 6:30

J

<

iy 3
[N

! ) M e
H o iR ;
R ! P H
ir o} Hwod oio
P L | R L
\ A J




U.S. Patent Oct. 4, 2016 Sheet 7 of 67 US 9,460,689 B2

FIG. 4

(st

¥
Sense contact between one side of mobile
terminal and one side of external terminal

A

—— 5100

¥
Qonnect mobile terminal and external terminal

such that data communication is enabled 2110
therebetween while mobile terminal
i5 in contact with axternal terminal

¥

Display first area corresponding to contact
area and second area distinguished 8120
from first area on touchscreen

¥

Wove content displayed in second area | 2130
to Tirst ares

¥

Display content in first area —— 8140

¥

Gontrol content fo be shared with 8150
external terminal




U.S. Patent Oct. 4, 2016 Sheet 8 of 67 US 9,460,689 B2

FIG. §
100

2512

——BA»




U.S. Patent Oct. 4, 2016 Sheet 9 of 67 US 9,460,689 B2

FIG. 6
100 3} E?i
I Iz
[ I3 Is
° ) s 251 81 o
: ( -— ] 200
30 - In




US 9,460,689 B2

Sheet 10 of 67

Oct. 4, 2016

U.S. Patent

Ta

FIG.

251a



US 9,460,689 B2

Sheet 11 of 67

Oct. 4, 2016

U.S. Patent

7b

FI1G.

151a

N7

s

i




US 9,460,689 B2

Sheet 12 of 67

Oct. 4, 2016

U.S. Patent

8

FIG.

ibta

31

FIITITE




US 9,460,689 B2

Sheet 13 of 67

Oct. 4, 2016

U.S. Patent

9

FIG.

o7 e,

o~d

=




US 9,460,689 B2

Sheet 14 of 67

Oct. 4, 2016

U.S. Patent

16a

FIG.




US 9,460,689 B2

Sheet 15 of 67

Oct. 4, 2016

U.S. Patent

10b

FiG,

100




US 9,460,689 B2

Sheet 16 of 67

Oct. 4, 2016

U.S. Patent




US 9,460,689 B2

Sheet 17 of 67

Oct. 4, 2016

U.S. Patent

12

FIG.

R T T

R




US 9,460,689 B2

Sheet 18 of 67

Oct. 4, 2016

U.S. Patent

13

FIG.

SA SA




US 9,460,689 B2

Sheet 19 of 67

Oct. 4, 2016

U.S. Patent

14

FIG.

151a

1a

el



US 9,460,689 B2

Sheet 20 of 67

Oct. 4, 2016

U.S. Patent

&

15

FIG.

ol |
o3

pe—

thla

s upsp s

I,
— D pininid
e
&G

o

I

o3




US 9,460,689 B2

Sheet 21 of 67

Oct. 4, 2016

U.S. Patent

15b

FiG,

_,_

N

w.

T T I I I I

-

q
e
ki

SA SA




U.S. Patent Oct. 4, 2016 Sheet 22 of 67 US 9,460,689 B2

FIG. 16
fA‘\l
Execute specitic application - 5200
¥
Cortact pobije Jomme v s21
¥
Share content associated with specific s
. ) ) —— 8220
appiication through shared arsa

(B



U.S. Patent Oct. 4, 2016 Sheet 23 of 67 US 9,460,689 B2

FIG. 17a

1S4y wngly | s

200

,,,,,,,,,

Homescreen




U.S. Patent Oct. 4, 2016 Sheet 24 of 67 US 9,460,689 B2

FIG. 17b

100
e -
{1 SIshy
tsla—t- gi 1SNy
GL Orsny
Bl D1SMy 200
or oisnlg ——
SA‘]»\»' /) i AT IALII P I 4s
RHPENE Do you want to
Py DiSnl 91N08Xe gxecute music
07 JUBM NIOA Of _sharing?




U.S. Patent Oct. 4, 2016 Sheet 25 of 67 US 9,460,689 B2

FiG. 17¢

v...
(&
1]
-

=

151a—-

(o]
g
L&]
2]
i
=
Y
=
=

TANRERL
LE aisny

wngly

SAt— —SA2

Music 22 +-—251a

M2«




U.S. Patent

Oct. 4, 2016

Sheet 26 of 67

FIG. 18

US 9,460,689 B2

SA1—]

@ @“/

o~
\4/

@&\

%Piavmg

S

7 fi%v unéf 7
ML?Z‘“”/W J Wéi“piii punog — Round Midnight g M
gl (AN 544
52 _
fn_  fmme ABAEY - S
WLro-—22 P — 1 | — Run Away 408 W21
sukerd gl || (0 (» () D)




U.S. Patent

Oct. 4, 2016 Sheet 27 of 67

US 9,460,689 B2

FIG. 19

P rs

=)

Gk

—River

- WL
o Smoking Dreams ..,
T Someone 313




U.S. Patent

Oct. 4, 2016

Sheet 28 of 67

FIG. 20a

US 9,460,689 B2

200
---------------- P
Homescreen
100
S




U.S. Patent Oct. 4, 2016 Sheet 29 of 67 US 9,460,689 B2

FIG. 20b

251~

Homescreen

ﬁ sSudeus ddy
Py i a1h08xe 63
v JUBR NOA OQ

Do you want
to execute
App sharing?

7!

+--151a

N
()
\/
A
e o
—




U.S. Patent Oct. 4, 2016 Sheet 30 of 67 US 9,460,689 B2

FiG. 20c
200
4 [ ] oG ™
{ e
Ao Az | Anm

7518 :

160

~——SA1
1

- +—151a




U.S. Patent Oct. 4, 2016 Sheet 31 of 67 US 9,460,689 B2

FE{:;@ zﬁﬁ
200
4 [ ] oG ™
{ e
Ax 1 A An
251a —4~ .




U.S. Patent Oct. 4, 2016 Sheet 32 of 67 US 9,460,689 B2

FiG. 20e
200
4 [ ] oG ™
{ e
Ax A An
251a~—1




US 9,460,689 B2

00

2

tall

ins

Sheet 33 of 67

FIG. 21

Oct. 4, 2016

00

Z

U.S. Patent




U.S. Patent

Oct. 4, 2016

Sheet 34 of 67

US 9,460,689 B2

FiG. 22a
200
TN
Homescreen
100
S
S — )
ABG 1ist
E No title Date
1 {aaaaaazaa {3/03
2 i bbbbb 3/22
3 {ocoooe /10
4 i dd 5/06
5 {ceseseses [5/25




U.S. Patent Oct. 4, 2016 Sheet 35 of 67 US 9,460,689 B2

FE{;@ zzh
200
¢ | [ BN} N
251g—t
Homescreen
100

144819807 1X81 MEIA
1 01 1uem nok og

%

5 | eeececeas {5/25

151




U.S. Patent Oct. 4, 2016 Sheet 36 of 67 US 9,460,689 B2

FI1G. 22¢
200
"‘r R oQ *\‘
ABC 1ist
No titis Date
251a~—+1 1 |asaaaaaaa |3/03
? ibbbbb 3/22 7
3 iccoooe 4/10
4 idd 5/08 100
5 leecesesse [5/25 T

No title Date
azaaaagaa |3/03

bbbbb 3/22
GCCCOT 4/10 ~—11
dd 5/06

0] o | Cad | IND | e

geseseeee |5/25




U.S. Patent Oct. 4, 2016 Sheet 37 of 67 US 9,460,689 B2

FE{;@ 22&
200
' [ G | oI h
73— Ry, ABC list
No title Date
251a -~ 1 | aazazasan /03
2 | bbbbb 3/2200 71
3 |ooooos 4/10
4 | dd 5/08 100
5 |ceceoecee |5/25 -
SAz—
84—

o) N\title  |Date
A pasa__|3/03
2 by 3/22
3 | ecccoe g/10|7— 1
4 | dd 5/08
5 |cocsesese [5/25




U.S. Patent Oct. 4, 2016 Sheet 38 of 67 US 9,460,689 B2

FIG. 23a

< n Cancel [ Jone
[N |

V| § ¢ [Christina

OLgo s
VIl 4/ | Dorothy Evans

vl| § (| brother

N .
W €] Erie

[v] Q James Mraz

N
( | Mom

100

O | —]

< \ Cancel| Done
I

e [ TN
vl §/ Babs Blus

v 50| Bob Black

V] ¢} iGreg Green T Ol

ooy
N

Oliie Orange

! Paula

<
\u"'\
.

N ,
C i Sue Smith




U.S. Patent Oct. 4, 2016 Sheet 39 of 67 US 9,460,689 B2

FIG. 23b

p—————

P
< Gancel [ Done
Q |

V| L ¢ Christina
Claz—+= =
V]| 3 (| Borothy Evans

v Q brother

on

()SILICON POWER |

~== R LSO TR

A B T U7 1Bob Blap
Y

e

Greg Grisen

o

VL) iDl e Orange
1

I
v () Pauia

O\
e

Sue Smi




U.S. Patent Oct. 4, 2016 Sheet 40 of 67 US 9,460,689 B2

FIG. 23¢
200
4 | CE—] oo ™
< m Cance!| Done
Q |
WU( Christina
Clo
[Vl § ¢ | Dorothy Evans
100
V]| 3¢ brother
;T\ T :
Ayt SSILICON POWER |
Paula % 1.
"""""" SNl e i
§ I T3 Bob Black
M‘Q Greg Green
vl ;’1 Oliie Orange
81"/‘ N
v §7 Paula
f:\’ Sue Smith




U.S. Patent Oct. 4, 2016 Sheet 41 of 67 US 9,460,689 B2

FIG. 24

( Start ¢>

¥
Execute application for displaying image -~ 85300

¥
Sense contact between one side of mobile terminal

, ! R - S316
and one side of external terminal
¥
Gonnect mobile terminal and exisrnal
terminal such that data communication 5990
is enabled therebetween whilec mobile
terminal is in contact with external terminal
¥
Display image in shared area - 5330

¥
( Fnd )



U.S. Patent

Oct. 4, 2016 Sheet 42 of 67

FIG. 28a

1511

a1

US 9,460,689 B2




U.S. Patent Oct. 4, 2016 Sheet 43 of 67 US 9,460,689 B2

FI1G. 25b
151 100 251 200
' ( l\ Y




US 9,460,689 B2

Sheet 44 of 67

Oct. 4, 2016

U.S. Patent

FIG. 26

N




U.S. Patent Oct. 4, 2016 Sheet 45 of 67 US 9,460,689 B2

FIG. 27

2nd 3rd

Main



U.S. Patent Oct. 4, 2016 Sheet 46 of 67 US 9,460,689 B2

FIG. 28a

151+




US 9,460,689 B2

Sheet 47 of 67

Oct. 4, 2016

U.S. Patent

FIG. 28b

200

oS-




U.S. Patent Oct. 4, 2016 Sheet 48 of 67 US 9,460,689 B2

FIG. 29a

100
e oo h
(5ot I \12/ Ki?
iz Is Is
I7 i Ia
Tio 111 112
200
4 [ ca— o ™

|

- 251




U.S. Patent Oct. 4, 2016

Sheet 49 of 67

US 9,460,689 B2

FIG. 29b
151 100 25t 20
r\ (
{ ‘ID — V“] eom— o o
I i I3
R
A\ &




U.S. Patent Oct. 4, 2016 Sheet 50 of 67 US 9,460,689 B2

FIG. 30a

—
<3
<3

200

Homesoreen




US 9,460,689 B2

Sheet 51 of 67

Oct. 4, 2016

U.S. Patent

FI1G. 30b




US 9,460,689 B2

Sheet 52 of 67

Oct. 4, 2016

U.S. Patent

FIG. 30¢

BYS

200

The'e il %




U.S. Patent Oct. 4, 2016 Sheet 53 of 67 US 9,460,689 B2

Pinch in
11 {zoom aut)

g
Pinch out
(zoom i}

R S N o
Main 2nd Main nd
Finch out E Pinch in
{zoom i) é(z aom out)




US 9,460,689 B2

Sheet 54 of 67

Oct. 4, 2016

U.S. Patent

FIG. 32

251

200

1

5

2

200

@
ag
“
o3
s
o2

<~
©w B
$3
B o
ES

2nd

2nd



U.S. Patent Oct. 4, 2016 Sheet 55 of 67 US 9,460,689 B2
FIG. 33
(a) {b)
Bt 100 200 2 100
i "] s} e 4 [ commm—1 by (:‘] o o
“+~—-151a

Vain

160

Fr
L
— Main
25la—1
k &
o i "




US 9,460,689 B2

Sheet 56 of 67

Oct. 4, 2016

U.S. Patent

34

FIG.

200

251
(

199

151

)

(a

351

o
(o)

[V —

L~

-

Vi

Main

3rd



US 9,460,689 B2

Sheet 57 of 67

Oct. 4, 2016

U.S. Patent

35

FIG.

LD~

100

151

(&)

T S

200

L3

100

151

b)




U.S. Patent Oct. 4, 2016 Sheet 58 of 67 US 9,460,689 B2

FIG. 36

(Star)

¥

Sense contact between one side of mobile
terminal and one side of external ferminal

5400

¥

Connect mobile terminal and external
terminal such that data communication is
enabled therebetween while mobile terminal is
in contact with external terminal

- $410

¥
Recaeive input of respectively generating first

sharing tray and second sharing tray 5420
in mobile terminal and external terminal

¥
Associate content of mobile terminal

with first sharing tray 5430
¥
Receive predetermined input with respect 544D
to first sharing tray
¥
Transmit content associated with Tirst N
R . ) —— 35450
sharing tray 1o second sharing tray

¥

(" Fnd )



US 9,460,689 B2

Sheet 59 of 67

Oct. 4, 2016

U.S. Patent

37

FIG.

200

e,
WL

Fi(;. 38a




US 9,460,689 B2

Sheet 60 of 67

Oct. 4, 2016

U.S. Patent

38b

FiG,

38¢

FI1G.




US 9,460,689 B2

Sheet 61 of 67

Oct. 4, 2016

U.S. Patent

. 38d

Fi{

200

LL
ond

38e

FIG.

200

210143 A

1

| P

&




U.S. Patent

Oct. 4, 2016

Sheet 62 of 67

FIG. 39a

Pi

US 9,460,689 B2

151
)

|
il 071543 P

AFite is

Choosse
fi

redundant.
another
{e.

CZFT 1

Rt -

A

s 200

FIG. 39D

151

{
SH 1043 PH




US 9,460,689 B2

Sheet 63 of 67

Oct. 4, 2016

U.S. Patent

40a

FIG.

200

150

wit (71142 Pl

\

PH

3

<

b

1

fore: B
.,‘40
. &=
hy 5
AN Cn 42
= -2 .
= i 3D
S
-
DO e
|-
e €30 F e
@ S
2 .
L =
O =
G &

A
//




US 9,460,689 B2

Sheet 64 of 67

Oct. 4, 2016

U.S. Patent

41a

FIG.

3 _PH

<

Ll 104

M\

LEREE:

o

~




U.S. Patent Oct. 4, 2016 Sheet 65 of 67

US 9,460,689 B2

FIG. 41b




U.S. Patent Oct. 4, 2016 Sheet 66 of 67 US 9,460,689 B2

FIG. 42

(Start )

¥
Sense contaci between one side of mobile
terminal and one side of external terminal

~—-$500

¥

Recognize first touchscreen of mobile
terminal and second —- 5510
touchscreen of external terminal as one screen

¥

Display specific image on screen S520

¥
Gancel contact between mobile terminal 5530
and external terminal

¥

Divide specific image into first image
dispiayed on fTirst fouchscreen and —-§540
second image displaved on second fouchscreen

¥

Store Tirst image in mobile terminal and

. ) . . —— 85850
store second image in external terminal

¥

(" End )



US 9,460,689 B2

Sheet 67 of 67

Oct. 4, 2016

U.S. Patent

FIG. 43

| )

~<n

-
e

v
. &

S

RECS

(RIS

;
fr

; £ : Nz
= “. = A o ¢
S ez (0 e, ST\ e S
Rl Wi o PV

WE L, T B S AL e T
/ /
1
\ y
)
) )
=
[N =
— <2




US 9,460,689 B2

1
MOBILE TERMINAL AND METHOD FOR
CONTROLLING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATIONS

Pursuant to 35 U.S.C. §119(a), this application claims the
benefit of earlier filing date and right of priority to Korean
Patent Application No. 10-2014-0078466, filed on Jun. 25,
2014, the contents of which are incorporated by reference
herein in their entirety.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a mobile terminal and
corresponding method for sharing a display with an external
terminal.

2. Discussion of the Related

Terminals may be generally classified as mobile/portable
terminals or stationary terminals. Mobile terminals may also
be classified as handheld terminals or vehicle mounted
terminals.

Mobile terminals have become increasingly more func-
tional. Examples of such functions include data and voice
communications, capturing images and video via a camera,
recording audio, playing music files via a speaker system,
and displaying images and video on a display. Some mobile
terminals include additional functionality which supports
game playing, while other terminals are configured as mul-
timedia players. More recently, mobile terminals have been
configured to receive broadcast and multicast signals which
permit viewing of content such as videos and television
programs.

However, because the mobile terminal is generally small
in size, the display is also limited in size making it some-
times difficult for the user to operate the mobile terminal.

SUMMARY OF THE INVENTION

Accordingly, one object of the present invention is to
address the above-noted and other problems.

Another object of the present invention is to provide a
mobile terminal for sharing content stored in a terminal with
another terminal through a shared area according to an
embodiment of the present invention.

Yet another object of the present invention is to provide a
mobile terminal for displaying predetermined content on a
large screen through the overall shared area.

To achieve these and other advantages and in accordance
with the purpose of the present invention, as embodied and
broadly described herein, the present invention provides in
one aspect a mobile terminal including a body; a touch-
screen provided to a front and extending to side of the body
and configured to display content; and a controller config-
ured to detect one side of the body comes into contact with
one side of an external terminal, display a first area on the
touchscreen corresponding to a contact area of the body and
the external terminal and a second area including the con-
tent, receive an input of moving the content displayed in the
second area to the first area, display the content in the first
area, and share the content in the first area with the external
terminal. The present invention also provides a correspond-
ing method of controlling a mobile terminal.

Further scope of applicability of the present invention will
become apparent from the detailed description given here-
inafter. However, it should be understood that the detailed
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description and specific examples, while indicating pre-
ferred embodiments of the invention, are given by illustra-
tion only, since various changes and modifications within the
spirit and scope of the invention will become apparent to
those skilled in the art from this detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more fully understood from
the detailed description given herein below and the accom-
panying drawings, which are given by illustration only, and
thus are not limitative of the present invention, wherein:

FIG. 1A is a block diagram of a mobile terminal according
to an embodiment of the present invention;

FIGS. 1B and 1C are conceptual views of one example of
the mobile terminal, viewed from different directions;

FIGS. 2A and 2B are conceptual views of another
example of the mobile terminal according to an embodiment
of the present invention, viewed from different directions;

FIG. 2C is a partial cross-sectional view of a display unit
of the mobile terminal shown in FIG. 2A;

FIG. 2D is a front perspective view and partial cross-
sectional views illustrating another example of the mobile
terminal according to an embodiment of the present inven-
tion;

FIG. 3 is a conceptual view of an example of display
operation implemented by the mobile terminal according to
an embodiment of the present invention, shown in FIGS. 2A
to 2D;

FIG. 4 is a flowchart illustrating a method for controlling
the mobile terminal according to a first embodiment of the
present invention;

FIG. 5 is a conceptual view illustrating generation of a
shared area through side contact between the mobile termi-
nal and an external terminal according to an embodiment of
the present invention;

FIG. 6 illustrates a state before the mobile terminal and
the external terminal come into contact with each other
while predetermined content is displayed on the two termi-
nals according to the first embodiment of the present inven-
tion;

FIGS. 7A and 7B illustrate an example of displaying a
shared area according to contact between the mobile termi-
nal and the external terminal according to the first embodi-
ment of the present invention;

FIG. 8 is a view illustrating an example of sharing content
through the shared area shown in FIGS. 7A and 7B;

FIG. 9 is a view illustrating an example of displaying
content through the entire shared area shown in FIGS. 7A
and 7B;

FIGS. 10A and 10B illustrate an example of displaying
sources of the content, shared through the shared area shown
in FIGS. 7A and 7B, on the content;

FIG. 11 is an overview illustrating an example of display-
ing indicators for indicating the sources of the content,
shown in FIGS. 10A and 10B, on the content;

FIG. 12 is an overview illustrating an example of con-
trolling display of content in the shared area shown in FIGS.
7A and 7B by controlling the shared area when multiple
pieces of content are displayed in the shared area;

FIG. 13 is an overview illustrating an example of chang-
ing the area of the shared area shown in FIGS. 7A and 7B
according to the contact area of the mobile terminal and the
external terminal in accordance with the first embodiment of
the present invention;
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FIG. 14 is an overview illustrating an example of con-
trolling display of content displayed through the entire
shared area shown in FIGS. 7A and 7B;

FIGS. 15A and 15B are overviews illustrating an example
of changing the area of the shared area without changing the
contact area of the two terminals by controlling display of
content displayed through the entire shared area shown in
FIG. 7,

FIG. 16 is a flowchart illustrating a method for controlling
the mobile terminal according to a second embodiment of
the present invention;

FIGS. 17A to 19 are views illustrating an operation of the
mobile terminal when the second embodiment of the present
invention is applied to a music player application;

FIGS. 20A to 21 are views illustrating an operation of the
mobile terminal when the second embodiment of the present
invention is applied to an example of sharing an application;

FIGS. 22A to 22D) are views illustrating an operation of
the mobile terminal when the second embodiment of the
present invention is applied to an example of sharing a text;

FIGS. 23A to 23C are views illustrating an operation of
the mobile terminal when the second embodiment of the
present invention is applied to an example of sharing a
contact list;

FIG. 24 is a flowchart illustrating a method for controlling
the mobile terminal according to a third embodiment of the
present invention;

FIGS. 25A and 25B are views illustrating an example of
using the screen of the external terminal to display a
predetermined image when the mobile terminal displaying
the image comes into contact with the external terminal
according to the third embodiment of the present invention;

FIGS. 26 and 27 are views illustrating an example of
turning images according to the third embodiment of the
present invention;

FIGS. 28A and 28B are views illustrating another
example of displaying an image on the screens of the mobile
terminal and the external terminal according to the third
embodiment of the present invention;

FIGS. 29A and 29B are views illustrating another
example of displaying an image according to the third
embodiment of the present invention;

FIGS. 30A to 30C are views illustrating another example
of displaying an image according to the third embodiment of
the present invention;

FIG. 31 is a view illustrating an example of changing an
image display mode when the two terminals come into
contact with each other according to the third embodiment
of the present invention;

FIG. 32 is a view illustrating an example of displaying
image sources when multiple pieces of content are displayed
through the entire shared area according to the third embodi-
ment of the present invention;

FIG. 33 is a view illustrating an example of performing
multi-tasking operation in each terminal while changing the
size of the shared area according to the third embodiment of
the present invention;

FIGS. 34 and 35 are views illustrating an example of
sharing content through sharing trays when the content is
displayed through the entire shared area according to the
third embodiment of the present invention;

FIG. 36 is a flowchart illustrating a method for controlling
the mobile terminal according to a fourth embodiment of the
present invention;
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FIG. 37 is an overview illustrating a display state before
the mobile terminal comes into contact with the external
terminal according to the fourth embodiment of the present
invention;

FIGS. 38A to 38E are views illustrating an example of
sharing content through sharing trays between two terminals
coming into contact with each other according to the fourth
embodiment of the present invention;

FIGS. 39A and 39B are views illustrating an operation of
the mobile terminal when content to be shared is redundant
content according to the fourth embodiment of the present
invention;

FIGS. 40A and 40B are views illustrating an example of
a shared video file according to the fourth embodiment of the
present invention;

FIGS. 41A and 41B are views illustrating a change in the
size of the shared area according to a change in the contact
area of the mobile terminal and at least one external terminal
according to the fourth embodiment of the present invention;

FIG. 42 is a flowchart illustrating a method for controlling
the mobile terminal according to a fifth embodiment of the
present invention; and

FIG. 43 is a view illustrating the fifth embodiment of the
present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Description will now be given in detail according to
embodiments disclosed herein, with reference to the accom-
panying drawings. For the sake of brief description with
reference to the drawings, the same or equivalent compo-
nents may be provided with the same reference numbers,
and description thereof will not be repeated. In general, a
suffix such as “module” and “unit” may be used to refer to
elements or components. Use of such a suffix herein is
merely intended to facilitate description of the specification,
and the suffix itself is not intended to give any special
meaning or function.

The accompanying drawings are used to help easily
understand various technical features and it should be under-
stood that the embodiments presented herein are not limited
by the accompanying drawings. As such, the present inven-
tion should be construed to extend to any alterations, equiva-
lents and substitutes in addition to those which are particu-
larly set out in the accompanying drawings.

It will be understood that although the terms first, second,
etc. may be used herein to describe various elements, these
elements should not be limited by these terms. These terms
are generally only used to distinguish one element from
another.

It will be understood that when an element is referred to
as being “connected with” another element, the element can
be connected with the other element or intervening elements
may also be present. In contrast, when an element is referred
to as being “directly connected with” another element, there
are no intervening elements present.

A singular representation may include a plural represen-
tation unless it represents a definitely different meaning from
the context. Terms such as “include” or “has” are used herein
and should be understood that they are intended to indicate
an existence of several components, functions or steps,
disclosed in the specification, and it is also understood that
greater or fewer components, functions, or steps may like-
wise be utilized.

Mobile terminals presented herein may be implemented
using a variety of different types of terminals. Examples of
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such terminals include cellular phones, smart phones, user
equipment, laptop computers, digital broadcast terminals,
personal digital assistants (PDAs), portable multimedia
players (PMPs), navigators, portable computers (PCs), slate
PCs, tablet PCs, ultra books, wearable devices (for example,
smart watches, smart glasses, head mounted displays
(HMDs)), and the like.

By way of non-limiting example only, further description
will be made with reference to particular types of mobile
terminals. However, such teachings apply equally to other
types of terminals, such as those types noted above. In
addition, these teachings may also be applied to stationary
terminals such as digital TV, desktop computers, and the
like.

Reference is now made to FIGS. 1A-1C, where FIG. 1A
is a block diagram of a mobile terminal 100 in accordance
with the present invention, and FIGS. 1B and 1C are
conceptual views of one example of the mobile terminal
100, viewed from different directions.

The mobile terminal 100 is shown having components
such as a wireless communication unit 110, an input unit
120, a sensing unit 140, an output unit 150, an interface unit
160, a memory 170, a controller 180, and a power supply
unit 190. Implementing all of the illustrated components is
not a requirement, and that greater or fewer components may
alternatively be implemented.

Referring now to FIG. 1A, the mobile terminal 100 is
shown having wireless communication unit 110 configured
with several commonly implemented components. For
instance, the wireless communication unit 110 typically
includes one or more components which permit wireless
communication between the mobile terminal 100 and a
wireless communication system or network within which the
mobile terminal is located.

The wireless communication unit 110 typically includes
one or more modules which permit communications such as
wireless communications between the mobile terminal 100
and a wireless communication system, communications
between the mobile terminal 100 and another mobile termi-
nal, communications between the mobile terminal 100 and
an external server. Further, the wireless communication unit
110 typically includes one or more modules which connect
the mobile terminal 100 to one or more networks. To
facilitate such communications, the wireless communication
unit 110 includes one or more of a broadcast receiving
module 111, a mobile communication module 112, a wire-
less Internet module 113, a short-range communication
module 114, and a location information module 115.

The input unit 120 includes a camera 121 for obtaining
images or video, a microphone 122, which is one type of
audio input device for inputting an audio signal, and a user
input unit 123 (for example, a touch key, a push key, a
mechanical key, a soft key, and the like) for allowing a user
to input information. Data (for example, audio, video,
image, and the like) is obtained by the input unit 120 and
may be analyzed and processed by controller 180 according
to device parameters, user commands, and combinations
thereof.

The sensing unit 140 is typically implemented using one
or more sensors configured to sense internal information of
the mobile terminal, the surrounding environment of the
mobile terminal, user information, and the like. For
example, in FIG. 1A, the sensing unit 140 is shown having
a proximity sensor 141 and an illumination sensor 142.

If desired, the sensing unit 140 may alternatively or
additionally include other types of sensors or devices, such
as a touch sensor, an acceleration sensor, a magnetic sensor,

10

15

20

25

30

35

40

45

50

55

60

65

6

a G-sensor, a gyroscope sensor, a motion sensor, an RGB
sensor, an infrared (IR) sensor, a finger scan sensor, a
ultrasonic sensor, an optical sensor (for example, camera
121), a microphone 122, a battery gauge, an environment
sensor (for example, a barometer, a hygrometer, a thermom-
eter, a radiation detection sensor, a thermal sensor, and a gas
sensor, among others and a chemical sensor (for example, an
electronic nose, a health care sensor, a biometric sensor, and
the like), to name a few. The mobile terminal 100 may be
configured to utilize information obtained from sensing unit
140, and in particular, information obtained from one or
more sensors of the sensing unit 140, and combinations
thereof.

The output unit 150 is typically configured to output
various types of information, such as audio, video, tactile
output, and the like. The output unit 150 is shown having a
display unit 151, an audio output module 152, a haptic
module 153, and an optical output module 154.

The display unit 151 may have an inter-layered structure
or an integrated structure with a touch sensor in order to
facilitate a touch screen. The touch screen may provide an
output interface between the mobile terminal 100 and a user,
as well as function as the user input unit 123 which provides
an input interface between the mobile terminal 100 and the
user.

The interface unit 160 serves as an interface with various
types of external devices that can be coupled to the mobile
terminal 100. The interface unit 160, for example, may
include any of wired or wireless ports, external power
supply ports, wired or wireless data ports, memory card
ports, ports for connecting a device having an identification
module, audio input/output (I/O) ports, video /O ports,
earphone ports, and the like. In some cases, the mobile
terminal 100 may perform assorted control functions asso-
ciated with a connected external device, in response to the
external device being connected to the interface unit 160.

The memory 170 is typically implemented to store data to
support various functions or features of the mobile terminal
100. For instance, the memory 170 may be configured to
store application programs executed in the mobile terminal
100, data or instructions for operations of the mobile termi-
nal 100, and the like. Some of these application programs
may be downloaded from an external server via wireless
communication. Other application programs may be
installed within the mobile terminal 100 at time of manu-
facturing or shipping, which is typically the case for basic
functions of the mobile terminal 100 (for example, receiving
a call, placing a call, receiving a message, sending a mes-
sage, and the like). It is common for application programs to
be stored in the memory 170, installed in the mobile terminal
100, and executed by the controller 180 to perform an
operation (or function) for the mobile terminal 100.

The controller 180 typically functions to control overall
operation of the mobile terminal 100, in addition to the
operations associated with the application programs. The
controller 180 can provide or process information or func-
tions appropriate for a user by processing signals, data,
information and the like, which are input or output by the
various components depicted in FIG. 1A, or activating
application programs stored in the memory 170. As one
example, the controller 180 controls some or all of the
components illustrated in FIGS. 1A-1C according to the
execution of an application program that have been stored in
the memory 170.

The power supply unit 190 can be configured to receive
external power or provide internal power in order to supply
appropriate power required for operating elements and com-
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ponents included in the mobile terminal 100. The power
supply unit 190 may include a battery, and the battery may
be configured to be embedded in the terminal body, or
configured to be detachable from the terminal body.

Referring still to FIG. 1A, various components depicted in
this figure will now be described in more detail. Regarding
the wireless communication unit 110, the broadcast receiv-
ing module 111 is typically configured to receive a broadcast
signal and/or broadcast associated information from an
external broadcast managing entity via a broadcast channel.
The broadcast channel may include a satellite channel, a
terrestrial channel, or both. In some embodiments, two or
more broadcast receiving modules 111 may be utilized to
facilitate simultaneously receiving of two or more broadcast
channels, or to support switching among broadcast channels.

The mobile communication module 112 can transmit
and/or receive wireless signals to and from one or more
network entities. Typical examples of a network entity
include a base station, an external mobile terminal, a server,
and the like. Such network entities form part of a mobile
communication network, which is constructed according to
technical standards or communication methods for mobile
communications (for example, Global System for Mobile
Communication (GSM), Code Division Multi Access
(CDMA), CDMA2000 (Code Division Multi Access 2000),
EV-DO (Enhanced Voice-Data Optimized or Enhanced
Voice-Data Only), Wideband CDMA (WCDMA), High
Speed Downlink Packet access (HSDPA), HSUPA (High
Speed Uplink Packet Access), Long Term Evolution (LTE),
LTE-A (Long Term Evolution-Advanced), and the like).
Examples of wireless signals transmitted and/or received via
the mobile communication module 112 include audio call
signals, video (telephony) call signals, or various formats of
data to support communication of text and multimedia
messages.

The wireless Internet module 113 is configured to facili-
tate wireless Internet access. This module may be internally
or externally coupled to the mobile terminal 100. The
wireless Internet module 113 may transmit and/or receive
wireless signals via communication networks according to
wireless Internet technologies.

Examples of such wireless Internet access include Wire-
less LAN (WLAN), Wireless Fidelity (Wi-Fi), Wi-Fi Direct,
Digital Living Network Alliance (DLNA), Wireless Broad-
band (WiBro), Worldwide Interoperability for Microwave
Access (WiIMAX), High Speed Downlink Packet Access
(HSDPA), HSUPA (High Speed Uplink Packet Access),
Long Term Evolution (LTE), LTE-A (Long Term Evolution-
Advanced), and the like. The wireless Internet module 113
may transmit/receive data according to one or more of such
wireless Internet technologies, and other Internet technolo-
gies as well.

In some embodiments, when the wireless Internet access
is implemented according to, for example, WiBro, HSDPA,
HSUPA, GSM, CDMA, WCDMA, LTE, LTE-A and the
like, as part of a mobile communication network, the wire-
less Internet module 113 performs such wireless Internet
access. As such, the Internet module 113 may cooperate
with, or function as, the mobile communication module 112.

The short-range communication module 114 is configured
to facilitate short-range communications. Suitable technolo-
gies for implementing such short-range communications
include BLUETOOTH™, Radio Frequency IDentification
(RFID), Infrared Data Association (IrDA), Ultra-WideBand
(UWB), ZigBee, Near Field Communication (NFC), Wire-
less-Fidelity (Wi-Fi), Wi-Fi Direct, Wireless USB (Wireless
Universal Serial Bus), and the like. The short-range com-
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munication module 114 in general supports wireless com-
munications between the mobile terminal 100 and a wireless
communication system, communications between the
mobile terminal 100 and another mobile terminal 100, or
communications between the mobile terminal and a network
where another mobile terminal 100 (or an external server) is
located, via wireless area networks. One example of the
wireless area networks is a wireless personal area networks.

In some embodiments, another mobile terminal (which
may be configured similarly to mobile terminal 100) may be
a wearable device, for example, a smart watch, a smart glass
or a head mounted display (HMD), which can exchange data
with the mobile terminal 100 (or otherwise cooperate with
the mobile terminal 100). The short-range communication
module 114 may sense or recognize the wearable device, and
permit communication between the wearable device and the
mobile terminal 100. In addition, when the sensed wearable
device is a device which is authenticated to communicate
with the mobile terminal 100, the controller 180, for
example, may cause transmission of data processed in the
mobile terminal 100 to the wearable device via the short-
range communication module 114. Hence, a user of the
wearable device may use the data processed in the mobile
terminal 100 on the wearable device. For example, when a
call is received in the mobile terminal 100, the user may
answer the call using the wearable device. Also, when a
message is received in the mobile terminal 100, the user can
check the received message using the wearable device.

The location information module 115 is generally config-
ured to detect, calculate, derive or otherwise identify a
position of the mobile terminal. As an example, the location
information module 115 includes a Global Position System
(GPS) module, a Wi-Fi module, or both. If desired, the
location information module 115 may alternatively or addi-
tionally function with any of the other modules of the
wireless communication unit 110 to obtain data related to the
position of the mobile terminal.

As one example, when the mobile terminal uses a GPS
module, a position of the mobile terminal may be acquired
using a signal sent from a GPS satellite. As another example,
when the mobile terminal uses the Wi-Fi module, a position
of the mobile terminal can be acquired based on information
related to a wireless access point (AP) which transmits or
receives a wireless signal to or from the Wi-Fi module.

The input unit 120 may be configured to permit various
types of input to the mobile terminal 120. Examples of such
input include audio, image, video, data, and user input.
Image and video input is often obtained using one or more
cameras 121. Such cameras 121 may process image frames
of still pictures or video obtained by image sensors in a
video or image capture mode. The processed image frames
can be displayed on the display unit 151 or stored in memory
170. In some cases, the cameras 121 may be arranged in a
matrix configuration to permit a plurality of images having
various angles or focal points to be input to the mobile
terminal 100. As another example, the cameras 121 may be
located in a stereoscopic arrangement to acquire left and
right images for implementing a stereoscopic image.

The microphone 122 is generally implemented to permit
audio input to the mobile terminal 100. The audio input can
be processed in various manners according to a function
being executed in the mobile terminal 100. If desired, the
microphone 122 may include assorted noise removing algo-
rithms to remove unwanted noise generated in the course of
receiving the external audio.

The user input unit 123 is a component that permits input
by a user. Such user input may enable the controller 180 to
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control operation of the mobile terminal 100. The user input
unit 123 may include one or more of a mechanical input
element (for example, a key, a button located on a front
and/or rear surface or a side surface of the mobile terminal
100, a dome switch, a jog wheel, a jog switch, and the like),
or a touch-sensitive input, among others. As one example,
the touch-sensitive input may be a virtual key or a soft key,
which is displayed on a touch screen through software
processing, or a touch key which is located on the mobile
terminal at a location that is other than the touch screen.
Further, the virtual key or the visual key may be displayed
on the touch screen in various shapes, for example, graphic,
text, icon, video, or a combination thereof.

The sensing unit 140 is generally configured to sense one
or more of internal information of the mobile terminal,
surrounding environment information of the mobile termi-
nal, user information, or the like. The controller 180 gener-
ally cooperates with the sending unit 140 to control opera-
tion of the mobile terminal 100 or execute data processing,
a function or an operation associated with an application
program installed in the mobile terminal based on the
sensing provided by the sensing unit 140. The sensing unit
140 may be implemented using any of a variety of sensors,
some of which will now be described in more detail.

The proximity sensor 141 may include a sensor to sense
presence or absence of an object approaching a surface, or
an object located near a surface, by using an electromagnetic
field, infrared rays, or the like without a mechanical contact.
The proximity sensor 141 may be arranged at an inner region
of the mobile terminal covered by the touch screen, or near
the touch screen.

The proximity sensor 141, for example, may include any
of a transmissive type photoelectric sensor, a direct reflec-
tive type photoelectric sensor, a mirror reflective type pho-
toelectric sensor, a high-frequency oscillation proximity
sensor, a capacitance type proximity sensor, a magnetic type
proximity sensor, an infrared rays proximity sensor, and the
like. When the touch screen is implemented as a capacitance
type, the proximity sensor 141 can sense proximity of a
pointer relative to the touch screen by changes of an elec-
tromagnetic field, which is responsive to an approach of an
object with conductivity. In this instance, the touch screen
(touch sensor) may also be categorized as a proximity
sensor.

The term “proximity touch” will often be referred to
herein to denote the scenario in which a pointer is positioned
to be proximate to the touch screen without contacting the
touch screen. The term “contact touch” will often be referred
to herein to denote the scenario in which a pointer makes
physical contact with the touch screen. For the position
corresponding to the proximity touch of the pointer relative
to the touch screen, such position will correspond to a
position where the pointer is perpendicular to the touch
screen. The proximity sensor 141 may sense proximity
touch, and proximity touch patterns (for example, distance,
direction, speed, time, position, moving status, and the like).

In general, controller 180 processes data corresponding to
proximity touches and proximity touch patterns sensed by
the proximity sensor 141, and cause output of visual infor-
mation on the touch screen. In addition, the controller 180
can control the mobile terminal 100 to execute different
operations or process different data according to whether a
touch with respect to a point on the touch screen is either a
proximity touch or a contact touch.

A touch sensor can sense a touch applied to the touch
screen, such as display unit 151, using any of a variety of
touch methods. Examples of such touch methods include a
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resistive type, a capacitive type, an infrared type, and a
magnetic field type, among others.

As one example, the touch sensor may be configured to
convert changes of pressure applied to a specific part of the
display unit 151, or convert capacitance occurring at a
specific part of the display unit 151, into electric input
signals. The touch sensor may also be configured to sense
not only a touched position and a touched area, but also
touch pressure and/or touch capacitance. A touch object is
generally used to apply a touch input to the touch sensor.
Examples of typical touch objects include a finger, a touch
pen, a stylus pen, a pointer, or the like.

When a touch input is sensed by a touch sensor, corre-
sponding signals may be transmitted to a touch controller.
The touch controller may process the received signals, and
then transmit corresponding data to the controller 180.
Accordingly, the controller 180 can sense which region of
the display unit 151 has been touched. Here, the touch
controller may be a component separate from the controller
180, the controller 180, and combinations thereof.

In some embodiments, the controller 180 can execute the
same or different controls according to a type of touch object
that touches the touch screen or a touch key provided in
addition to the touch screen. Whether to execute the same or
different control according to the object which provides a
touch input may be decided based on a current operating
state of the mobile terminal 100 or a currently executed
application program, for example.

The touch sensor and the proximity sensor may be imple-
mented individually, or in combination, to sense various
types of touches. Such touches includes a short (or tap)
touch, a long touch, a multi-touch, a drag touch, a flick
touch, a pinch-in touch, a pinch-out touch, a swipe touch, a
hovering touch, and the like.

If desired, an ultrasonic sensor may be implemented to
recognize position information relating to a touch object
using ultrasonic waves. The controller 180, for example,
may calculate a position of a wave generation source based
on information sensed by an illumination sensor and a
plurality of ultrasonic sensors. Since light is much faster
than ultrasonic waves, the time for which the light reaches
the optical sensor is much shorter than the time for which the
ultrasonic wave reaches the ultrasonic sensor. The position
of the wave generation source may be calculated using this
fact. For instance, the position of the wave generation source
may be calculated using the time difference from the time
that the ultrasonic wave reaches the sensor based on the light
as a reference signal.

The camera 121 typically includes at least one a camera
sensor (CCD, CMOS etc.), a photo sensor (or image sen-
sors), and a laser sensor.

Implementing the camera 121 with a laser sensor may
allow detection of a touch of a physical object with respect
to a 3D stereoscopic image. The photo sensor may be
laminated on, or overlapped with, the display device. The
photo sensor may be configured to scan movement of the
physical object in proximity to the touch screen. In more
detail, the photo sensor may include photo diodes and
transistors at rows and columns to scan content received at
the photo sensor using an electrical signal which changes
according to the quantity of applied light. Namely, the photo
sensor may calculate the coordinates of the physical object
according to variation of light to thus obtain position infor-
mation of the physical object.

The display unit 151 is generally configured to output
information processed in the mobile terminal 100. For
example, the display unit 151 may display execution screen
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information of an application program executing at the
mobile terminal 100 or user interface (UI) and graphic user
interface (GUI) information in response to the execution
screen information.

In some embodiments, the display unit 151 may be
implemented as a stereoscopic display unit for displaying
stereoscopic images. A typical stereoscopic display unit may
employ a stereoscopic display scheme such as a stereoscopic
scheme (a glass scheme), an auto-stereoscopic scheme
(glassless scheme), a projection scheme (holographic
scheme), or the like.

The audio output module 152 is generally configured to
output audio data. Such audio data may be obtained from
any of a number of different sources, such that the audio data
may be received from the wireless communication unit 110
or may have been stored in the memory 170. The audio data
may be output during modes such as a signal reception
mode, a call mode, a record mode, a voice recognition mode,
a broadcast reception mode, and the like. The audio output
module 152 can provide audible output related to a particu-
lar function (e.g., a call signal reception sound, a message
reception sound, etc.) performed by the mobile terminal 100.
The audio output module 152 may also be implemented as
a receiver, a speaker, a buzzer, or the like.

A haptic module 153 can be configured to generate
various tactile effects that a user feels, perceive, or otherwise
experience. A typical example of a tactile effect generated by
the haptic module 153 is vibration. The strength, pattern and
the like of the vibration generated by the haptic module 153
can be controlled by user selection or setting by the con-
troller. For example, the haptic module 153 may output
different vibrations in a combining manner or a sequential
manner.

Besides vibration, the haptic module 153 can generate
various other tactile effects, including an effect by stimula-
tion such as a pin arrangement vertically moving to contact
skin, a spray force or suction force of air through a jet orifice
or a suction opening, a touch to the skin, a contact of an
electrode, electrostatic force, an effect by reproducing the
sense of cold and warmth using an element that can absorb
or generate heat, and the like.

The haptic module 153 can also be implemented to allow
the user to feel a tactile effect through a muscle sensation
such as the user’s fingers or arm, as well as transferring the
tactile effect through direct contact. Two or more haptic
modules 153 may be provided according to the particular
configuration of the mobile terminal 100.

An optical output module 154 can output a signal for
indicating an event generation using light of a light source.
Examples of events generated in the mobile terminal 100
may include message reception, call signal reception, a
missed call, an alarm, a schedule notice, an email reception,
information reception through an application, and the like.

A signal output by the optical output module 154 may be
implemented so the mobile terminal emits monochromatic
light or light with a plurality of colors. The signal output
may be terminated as the mobile terminal senses that a user
has checked the generated event, for example.

The interface unit 160 serves as an interface for external
devices to be connected with the mobile terminal 100. For
example, the interface unit 160 can receive data transmitted
from an external device, receive power to transfer to ele-
ments and components within the mobile terminal 100, or
transmit internal data of the mobile terminal 100 to such
external device. The interface unit 160 may include wired or
wireless headset ports, external power supply ports, wired or
wireless data ports, memory card ports, ports for connecting
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a device having an identification module, audio input/output
(I/0) ports, video I/O ports, earphone ports, or the like.

The identification module may be a chip that stores
various information for authenticating authority of using the
mobile terminal 100 and may include a user identity module
(UIM), a subscriber identity module (SIM), a universal
subscriber identity module (USIM), and the like. In addition,
the device having the identification module (also referred to
herein as an “identifying device”) may take the form of a
smart card. Accordingly, the identifying device can be
connected with the terminal 100 via the interface unit 160.

When the mobile terminal 100 is connected with an
external cradle, the interface unit 160 can serve as a passage
to allow power from the cradle to be supplied to the mobile
terminal 100 or may serve as a passage to allow various
command signals input by the user from the cradle to be
transferred to the mobile terminal there through. Various
command signals or power input from the cradle may
operate as signals for recognizing that the mobile terminal is
properly mounted on the cradle.

The memory 170 can store programs to support opera-
tions of the controller 180 and store input/output data (for
example, phonebook, messages, still images, videos, etc.).
The memory 170 may store data related to various patterns
of vibrations and audio which are output in response to touch
inputs on the touch screen.

The memory 170 may include one or more types of
storage mediums including a Flash memory, a hard disk, a
solid state disk, a silicon disk, a multimedia card micro type,
a card-type memory (e.g., SD or DX memory, etc.), a
Random Access Memory (RAM), a Static Random Access
Memory (SRAM), a Read-Only Memory (ROM), an Elec-
trically Erasable Programmable Read-Only Memory (EE-
PROM), a Programmable Read-Only memory (PROM), a
magnetic memory, a magnetic disk, an optical disk, and the
like. The mobile terminal 100 may also be operated in
relation to a network storage device that performs the
storage function of the memory 170 over a network, such as
the Internet.

The controller 180 can typically control the general
operations of the mobile terminal 100. For example, the
controller 180 can set or release a lock state for restricting
a user from inputting a control command with respect to
applications when a status of the mobile terminal meets a
preset condition.

The controller 180 can also perform the controlling and
processing associated with voice calls, data communica-
tions, video calls, and the like, or perform pattern recogni-
tion processing to recognize a handwriting input or a picture
drawing input performed on the touch screen as characters
or images, respectively. In addition, the controller 180 can
control one or a combination of those components in order
to implement various embodiments disclosed herein.

The power supply unit 190 receives external power or
provides internal power and supply the appropriate power
required for operating respective elements and components
included in the mobile terminal 100. The power supply unit
190 may include a battery, which is typically rechargeable or
be detachably coupled to the terminal body for charging.

The power supply unit 190 may include a connection port.
The connection port may be configured as one example of
the interface unit 160 to which an external charger for
supplying power to recharge the battery is electrically con-
nected.

As another example, the power supply unit 190 may be
configured to recharge the battery in a wireless manner
without use of the connection port. In this example, the
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power supply unit 190 can receive power, transferred from
an external wireless power transmitter, using at least one of
an inductive coupling method which is based on magnetic
induction or a magnetic resonance coupling method which is
based on electromagnetic resonance.

Various embodiments described herein may be imple-
mented in a computer-readable medium, a machine-readable
medium, or similar medium using, for example, software,
hardware, or any combination thereof.

Referring now to FIGS. 1B and 1C, the mobile terminal
100 is described with reference to a bar-type terminal body.
However, the mobile terminal 100 may alternatively be
implemented in any of a variety of different configurations.
Examples of such configurations include watch-type, clip-
type, glasses-type, or as a folder-type, flip-type, slide-type,
swing-type, and swivel-type in which two and more bodies
are combined with each other in a relatively movable
manner, and combinations thereof. Discussion herein will
often relate to a particular type of mobile terminal (for
example, bar-type, watch-type, glasses-type, and the like).
However, such teachings with regard to a particular type of
mobile terminal will generally apply to other types of mobile
terminals as well.

The mobile terminal 100 will generally include a case (for
example, frame, housing, cover, and the like) forming the
appearance of the terminal. In this embodiment, the case is
formed using a front case 101 and a rear case 102. Various
electronic components are incorporated into a space formed
between the front case 101 and the rear case 102. At least
one middle case may be additionally positioned between the
front case 101 and the rear case 102.

The display unit 151 is shown located on the front side of
the terminal body to output information. As illustrated, a
window 151a of the display unit 151 may be mounted to the
front case 101 to form the front surface of the terminal body
together with the front case 101.

In some embodiments, electronic components may also
be mounted to the rear case 102. Examples of such elec-
tronic components include a detachable battery 191, an
identification module, a memory card, and the like. Rear
cover 103 is shown covering the electronic components, and
this cover may be detachably coupled to the rear case 102.
Therefore, when the rear cover 103 is detached from the rear
case 102, the electronic components mounted to the rear
case 102 are externally exposed.

As illustrated, when the rear cover 103 is coupled to the
rear case 102, a side surface of the rear case 102 is partially
exposed. In some cases, upon the coupling, the rear case 102
may also be completely shielded by the rear cover 103. In
some embodiments, the rear cover 103 may include an
opening for externally exposing a camera 1215 or an audio
output module 1525.

The cases 101, 102, 103 may be formed by injection-
molding synthetic resin or may be formed of a metal, for
example, stainless steel (STS), aluminum (Al), titanium (Ti),
or the like.

As an alternative to the example in which the plurality of
cases form an inner space for accommodating components,
the mobile terminal 100 may be configured such that one
case forms the inner space. In this example, a mobile
terminal 100 having a uni-body is formed so synthetic resin
or metal extends from a side surface to a rear surface.

If desired, the mobile terminal 100 may include a water-
proofing unit for preventing introduction of water into the
terminal body. For example, the waterproofing unit may
include a waterproofing member which is located between
the window 151a and the front case 101, between the front
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case 101 and the rear case 102, or between the rear case 102
and the rear cover 103, to hermetically seal an inner space
when those cases are coupled.

FIGS. 1B and 1C depict certain components as arranged
on the mobile terminal. However, it is to be understood that
alternative arrangements are possible and within the teach-
ings of the instant invention. Some components may be
omitted or rearranged. For example, the first manipulation
unit 123a may be located on another surface of the terminal
body, and the second audio output module 1526 may be
located on the side surface of the terminal body.

The display unit 151 outputs information processed in the
mobile terminal 100. The display unit 151 may be imple-
mented using one or more suitable display devices.
Examples of such suitable display devices include a liquid
crystal display (LCD), a thin film transistor-liquid crystal
display (TFT-LCD), an organic light emitting diode
(OLED), a flexible display, a 3-dimensional (3D) display, an
e-ink display, and combinations thereof.

The display unit 151 may be implemented using two
display devices, which can implement the same or different
display technology. For instance, a plurality of the display
units 151 may be arranged on one side, either spaced apart
from each other, or these devices may be integrated, or these
devices may be arranged on different surfaces.

The display unit 151 may also include a touch sensor
which senses a touch input received at the display unit.
When a touch is input to the display unit 151, the touch
sensor may be configured to sense this touch and the
controller 180, for example, may generate a control com-
mand or other signal corresponding to the touch. The content
which is input in the touching manner may be a text or
numerical value, or a menu item which can be indicated or
designated in various modes.

The touch sensor may be configured in a form of a film
having a touch pattern, disposed between the window 151a
and a display on a rear surface of the window 151a, or a
metal wire which is patterned directly on the rear surface of
the window 151a. Alternatively, the touch sensor may be
integrally formed with the display. For example, the touch
sensor may be disposed on a substrate of the display or
within the display.

The display unit 151 may also form a touch screen
together with the touch sensor. Here, the touch screen may
serve as the user input unit 123 (see FIG. 1A). Therefore, the
touch screen may replace at least some of the functions of
the first manipulation unit 123a.

The first audio output module 152a may be implemented
in the form of a speaker to output voice audio, alarm sounds,
multimedia audio reproduction, and the like.

The window 151a of the display unit 151 will typically
include an aperture to permit audio generated by the first
audio output module 152a to pass. One alternative is to
allow audio to be released along an assembly gap between
the structural bodies (for example, a gap between the win-
dow 1514 and the front case 101). In this instance, a hole
independently formed to output audio sounds may not be
seen or is otherwise hidden in terms of appearance, thereby
further simplifying the appearance and manufacturing of the
mobile terminal 100.

The optical output module 154 can be configured to
output light for indicating an event generation. Examples of
such events include a message reception, a call signal
reception, a missed call, an alarm, a schedule notice, an
email reception, information reception through an applica-
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tion, and the like. When a user has checked a generated
event, the controller can control the optical output unit 154
to stop the light output.

The first camera 121a can process image frames such as
still or moving images obtained by the image sensor in a
capture mode or a video call mode. The processed image
frames can then be displayed on the display unit 151 or
stored in the memory 170.

The first and second manipulation units 123a¢ and 1235
are examples of the user input unit 123, which may be
manipulated by a user to provide input to the mobile
terminal 100. The first and second manipulation units 123a
and 1235 may also be commonly referred to as a manipu-
lating portion, and may employ any tactile method that
allows the user to perform manipulation such as touch, push,
scroll, or the like. The first and second manipulation units
123a and 1235 may also employ any non-tactile method that
allows the user to perform manipulation such as proximity
touch, hovering, or the like.

FIG. 1B illustrates the first manipulation unit 1234 as a
touch key, but possible alternatives include a mechanical
key, a push key, a touch key, and combinations thereof.

Input received at the first and second manipulation units
123a and 1235 may be used in various ways. For example,
the first manipulation unit 123a may be used by the user to
provide an input to a menu, home key, cancel, search, or the
like, and the second manipulation unit 1235 may be used by
the user to provide an input to control a volume level being
output from the first or second audio output modules 152a
or 1525, to switch to a touch recognition mode of the display
unit 151, or the like.

As another example of the user input unit 123, a rear input
unit may be located on the rear surface of the terminal body.
The rear input unit can be manipulated by a user to provide
input to the mobile terminal 100. The input may be used in
a variety of different ways. For example, the rear input unit
may be used by the user to provide an input of power on/off,
start, end, scroll, control volume level being output from the
first or second audio output modules 152a or 1525, switch
to a touch recognition mode of the display unit 151, and the
like. The rear input unit may be configured to permit touch
input, a push input, or combinations thereof.

The rear input unit may be located to overlap the display
unit 151 of the front side in a thickness direction of the
terminal body. As one example, the rear input unit may be
located on an upper end portion of the rear side of the
terminal body such that a user can easily manipulate it using
a forefinger when the user grabs the terminal body with one
hand. Alternatively, the rear input unit can be positioned at
most any location of the rear side of the terminal body.

Embodiments that include the rear input unit may imple-
ment some or all of the functionality of the first manipulation
unit 123a in the rear input unit. As such, in situations where
the first manipulation unit 123¢ is omitted from the front
side, the display unit 151 can have a larger screen.

As a further alternative, the mobile terminal 100 may
include a finger scan sensor which scans a user’s fingerprint.
The controller 180 can then use fingerprint information
sensed by the finger scan sensor as part of an authentication
procedure. The finger scan sensor may also be installed in
the display unit 151 or implemented in the user input unit
123.

The microphone 122 is shown located at an end of the
mobile terminal 100, but other locations are possible. If
desired, multiple microphones may be implemented, with
such an arrangement permitting the receiving of stereo
sounds.

20

25

30

40

45

50

55

16

The interface unit 160 may serve as a path allowing the
mobile terminal 100 to interface with external devices. For
example, the interface unit 160 may include one or more of
a connection terminal for connecting to another device (for
example, an earphone, an external speaker, or the like), a
port for near field communication (for example, an Infrared
Data Association (IrDA) port, a Bluetooth port, a wireless
LAN port, and the like), or a power supply terminal for
supplying power to the mobile terminal 100. The interface
unit 160 may be implemented in the form of a socket for
accommodating an external card, such as Subscriber Iden-
tification Module (SIM), User identity Module (UIM), or a
memory card for information storage.

The second camera 1215 is shown located at the rear side
of the terminal body and includes an image capturing
direction that is substantially opposite to the image capturing
direction of the first camera unit 121a. If desired, second
camera 121a may alternatively be located at other locations,
or made to be movable, in order to have a different image
capturing direction from that which is shown.

The second camera 1215 can include a plurality of lenses
arranged along at least one line. The plurality of lenses may
also be arranged in a matrix configuration. The cameras may
be referred to as an “array camera.” When the second camera
1215 is implemented as an array camera, images may be
captured in various manners using the plurality of lenses and
images with better qualities.

As shown in FIG. 1C, a flash 124 is shown adjacent to the
second camera 1215. When an image of a subject is captured
with the camera 1215, the flash 124 may illuminate the
subject.

As shown in FIG. 1C, the second audio output module
1524 can be located on the terminal body. The second audio
output module 1526 may implement stereophonic sound
functions in conjunction with the first audio output module
152a, and may be also used for implementing a speaker
phone mode for call communication.

At least one antenna for wireless communication may be
located on the terminal body. The antenna may be installed
in the terminal body or formed by the case. For example, an
antenna which configures a part of the broadcast receiving
module 111 may be retractable into the terminal body.
Alternatively, an antenna may be formed using a film
attached to an inner surface of the rear cover 103, or a case
that includes a conductive material.

A power supply unit 190 for supplying power to the
mobile terminal 100 may include a battery 191, which is
mounted in the terminal body or detachably coupled to an
outside of the terminal body. The battery 191 may receive
power via a power source cable connected to the interface
unit 160. Also, the battery 191 can be recharged in a wireless
manner using a wireless charger. Wireless charging may be
implemented by magnetic induction or electromagnetic
resonance.

The rear cover 103 is shown coupled to the rear case 102
for shielding the battery 191, to prevent separation of the
battery 191, and to protect the battery 191 from an external
impact or from foreign material. When the battery 191 is
detachable from the terminal body, the rear case 103 may be
detachably coupled to the rear case 102.

An accessory for protecting an appearance or assisting or
extending the functions of the mobile terminal 100 can also
be provided on the mobile terminal 100. As one example of
an accessory, a cover or pouch for covering or accommo-
dating at least one surface of the mobile terminal 100 may
be provided. The cover or pouch may cooperate with the
display unit 151 to extend the function of the mobile
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terminal 100. Another example of the accessory is a touch
pen for assisting or extending a touch input to a touch screen.

Next, FIGS. 2A and 2B are conceptual views of another
example of the mobile terminal according to an embodiment
of the present invention, viewed from different directions
and FIG. 2C is a partial cross-sectional view of a display unit
of the mobile terminal shown in FIG. 2A.

Referring to FIGS. 2A and 2B, the mobile terminal 100
has a bar-shaped terminal body. However, the present inven-
tion is not limited thereto and the mobile terminal 100 may
alternatively be implemented in any of a variety of different
configurations. Examples of such configurations include a
slide-type, folder-type, swing-type, and swivel-type in
which two and more bodies are combined with each other in
a relatively movable manner.

The body of the mobile terminal 100 includes a case
(casing, housing, cover, and the like) forming the appear-
ance of the terminal. In this embodiment, the case is formed
using a front case 101 and a rear case 102. Various electronic
components are incorporated into a space formed between
the front case 101 and the rear case 102. At least one middle
case may be additionally positioned between the front case
101 and the rear case 102.

The display unit 151, the audio output unit 152 and the
camera module 121a may be disposed in the terminal body,
mostly in the front case. An interface 160 may be disposed
on the sides of the front case 101 and the rear case 102.

The display unit 151 occupies the surface of the front case
101. That is, the display unit 151 is shown located on the
front side of the terminal body to output visual information.
The display unit 151 according to an embodiment of the
present invention is formed on the front side of the terminal
and extends to other sides of the terminal. More specifically,
the display unit 151 includes a first area A corresponding to
the front side of the terminal body and a second area B (refer
to FIG. 3) corresponding to the sides of the terminal body
and extended from the first area A.

For example, the window provided to the surface of the
display unit 151 is formed such that both sides thereof are
bent, and thus the front and sides of the terminal body are
formed by the window. Accordingly, the first area A and the
second area B can be connected without a physical interface.
In this instance, the display unit 151 may include a display
device formed in a bent shape and incorporated therein
corresponding to the window.

Alternatively, the display unit 151 may be a flexible
display unit. The flexible display unit includes flexible,
bendable, twistable, foldable and rollable displays. The
flexible display unit may include a normal flexible display
and e-paper.

The normal flexible display refers to a display which is
flexible, bendable, foldable or rollable while having display
characteristics of a conventional flat panel display, and
which is formed on a thin flexible substrate and thus is light
and is not easily broken.

E-paper is a display technology employing characteristics
of'ink and differs from the conventional flat panel display in
that the e-paper uses reflected light. The e-paper can change
pictures or characters using twist balls or electrophoresis
using capsules.

As described above, the terminal body having the display
unit with both sides thereof bent according to flexible
material characteristics can be implemented.

The audio output unit 152 and the camera module 121
may be disposed close to one of the display unit 151 and a
front input unit and the microphone 122 may be disposed
close to the other end thereof.
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The front input unit is an example of the user input unit
123a (refer to FIG. 1B) and may include a plurality of
manipulating units. The manipulating units may also be
commonly referred to as a manipulating portion, and may
employ any tactile method that allows the user to perform
manipulation such as touch, push, scroll, or the like. The first
and second manipulation units 123¢ and 1235 may also
employ any non-tactile method that allows the user to
perform manipulation.

The display unit 151 may form a touchscreen with a touch
sensor. In this instance, the touchscreen may be a user input
unit. Accordingly, a configuration in which the front input
unit is not provided to the front side of the mobile terminal
may be implemented. That is the first area A may be a unique
input unit positioned on the front side of the terminal.

Referring to FIG. 2B, the camera module 1215 may be
additionally provided to the rear side of the terminal body,
that is, the rear case 102. The camera module 1215 may be
a camera having a photographing direction substantially
opposite to that of the camera module 121a (refer to FIG.
1B) and including pixels different from those of the camera
module 121a.

For example, the camera module 1214 has low resolution
since it can capture an image of a user’s face in low
resolution and transmit the image during video telephony,
whereas the camera module 1215 preferably has high reso-
Iution since it captures an image of an object and does not
immediately transmit the image in many cases. The camera
modules 121a and 1215 may be incorporated into the
terminal body in a rotatable or pop-up manner.

A flash lamp and a mirror may be additionally provided in
proximity to the camera module 1216. The flash lamp
flashes a light upon an object when the camera module 1215
captures an image of the object. The mirror is used for the
user to look at their face reflected therein when the user
wants to photograph (self-photograph) them using the cam-
era module 1215.

An audio output unit may be additionally provided to the
backside of the terminal body. The audio output unit of the
backside can provide a stereo function with the front audio
output unit 152 and may be used to provide a speaker phone
mode.

That is, the second audio output unit may be formed using
the backside of the terminal body or a speaker along with the
front audio output unit 152 (first audio output unit) formed
using a receiver. However, the present invention is not
limited thereto and the second audio output unit may be
provided to the side of the mobile terminal.

A power supply unit for supplying power to the mobile
terminal 100 may be provided to the terminal body. The
power supply unit may be incorporated into the terminal
body or configured so it can directly attached/detached
to/from the terminal body.

As illustrated, a rear input unit 132 may be provided to the
backside of the terminal body. The rear input unit 132 may
be disposed below the camera module 1215, for example.

The rear input unit 132 is manipulated to receive com-
mands for controlling operations of the mobile terminal 100.
Various commands may be input through the rear input unit
132. For example, commands such as power on/off, start,
end, scroll, and the like and commands such as adjustment
of the volume of sound output from the audio output unit
152, switching to a touch recognition mode of the display
module 151 and the like can be input through the rear input
unit 132. However, the present invention is not limited
thereto and the mobile terminal may include only one of the
front input unit and the rear input unit 132.
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Next, FIG. 2C is a partial cross-sectional view of the
mobile terminal according to an embodiment of the present
invention. Referring to FIG. 2C, a display 151_2, a touch
sensor 151_3 and a window 151_a are mounted on a frame
151_1. The frame 151_1, display 151_2, touch sensor 151_3
and window 151_a are all bent toward the sides of the
terminal body. A bezel according to the display 151_2 of the
mobile terminal is very thin since it merely corresponds to
the thickness of the window 151 _a.

The bezel can have a minimum size when the window
151_a is bent at 90° with the radius of R having a point O
positioned inside the terminal as a center. However, the
window 151_a may not be bent at 90° due to problems in a
manufacturing process. That is, a shown in FIG. 2C is
narrower than 90°.

FIG. 2D is a front perspective view and partial cross-
sectional views illustrating another example of the mobile
terminal according to an embodiment of the present inven-
tion. As illustrated in FIG. 2D (a), a case 104 of the mobile
terminal 100 may have a hexahedral shape. For example, the
area of the front side and the rear side on the X-Y plane is
wider and the areas of sides that connect the front side and
the rear side are narrower.

The display unit 151 may be provided over a plurality of
sides of the case 104. For example, the display unit 151 may
include a first display unit 151a provided to the front side of
the mobile terminal 100 and a second display unit 1514
provided to both sides of the first display unit 151a.

The display unit 151 may be seamlessly formed over a
plurality of sides of the case 104. That is, while first, second
and third display units 151a, 1515 and 151c¢ are described
for convenience of understanding, the first, second and third
display units 1514, 1515 and 151¢ may be one display. Here,
the first display unit 151a may correspond to the first area A
illustrated in FIG. 2A and the second and third display units
1516 and 151¢ may correspond to the second area B
illustrated in FIG. 2A.

FIG. 2D (b) is a cross-section view of the mobile terminal,
taken along line I-I. This embodiment assumes that the
window 151a, 1516 and 151c¢ is formed using a material
which can be bent at 90°, as described above. As illustrated,
the mobile terminal 100 may have the display unit 151
provided to at least three faces thereof. That is, the mobile
terminal 100 may include the first display unit 151a pro-
vided to the front side thereof and the second and third
display units 1516 and 151c¢ provided to the sides thereof.

FIG. 2D (c) illustrates a case in which the mobile terminal
shown in FIGS. 2A, 2B and 2C does not include the bezel.
The display unit 151 may be a flexible display. Accordingly,
the boundary between the first display unit 151a¢ and the
second and/or third display units 1515 and 151¢ may be bent
with a predetermined radius according to flexible character-
istics of the display.

The structure of the mobile terminal for implementing a
method of controlling the mobile terminal according to an
embodiment of the present invention has been briefly
described.

In FIGS. 1B and 1C, the bezel is minimized (eliminated)
in the front side of the body of the mobile terminal although
a display unit is not provided to the sides of the body such
that the display units of the mobile terminal 100 and an
external terminal can be used as one display when the two
terminals come into contact with each other through the
sides thereof.

In addition, FIGS. 2A, 2B and 2C illustrate an example in
which the display unit (touchscreen) provided to the front
side of the body of the mobile terminal 100 is extended to
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the sides of the body and the end of the extended touch-
screen includes the bezel. FIG. 2D illustrates a structure in
which the touchscreen provided to the front side of the body
of the mobile terminal 100 can be extended to the sides
thereof using a material that can be bent at 90° without
having a side bezel. Accordingly, when the mobile terminal
100 comes into contact with an external terminal through the
sides thereof, the touchscreens of the two terminals can be
used as one touchscreen more naturally and easily through
the side display units of the two terminals.

The mobile terminal according to an embodiment of the
present invention can display predetermined information on
the side display unit and control operations by manipulating
the side display unit using hardware characteristics thereof,
as described in the following.

Next, FIG. 3 is a conceptual view of an example of
display operation implemented by the mobile terminal
according to an embodiment of the present invention, shown
in FIGS. 2A to 2D.

Referring to FIGS. 2 and 3, the display unit 151 includes
the first area A corresponding to the front side of the terminal
body and the second area B extended from the first area A
and corresponding to the sides of the terminal body. The first
area A and the second area B display different types of
information and have different types of user graphic inter-
faces (GUIs).

In addition, the second area B includes a left area B1 and
a right area B2 respectively corresponding to the left and
right sides of the mobile terminal. Accordingly, the second
area B is provided in a laterally symmetrical structure on the
basis of the first area A.

Referring to FIG. 3(a), a homescreen page may be dis-
played on the display unit 151 of the mobile terminal 100.
The homescreen page may include at least one object which
may be an icon or a widget of an application installed in the
mobile terminal. In this instance, the homescreen page may
be displayed over the first and second areas A and B.
However, the present invention is not limited thereto and the
homescreen page may be displayed on the first area only and
the second area B may be a target area which does not
display information and receives touch input applied thereto.

Referring to FIG. 3(b), the controller 180 senses touch
input applied to the second area B and performs a control
operation related to the touch input. In this example, when
an icon I indicating generation of an event is touched,
information about the event can be displayed in the first area
A.

Further preferred embodiments will be described in more
detail with reference to additional drawing figures. It is
understood by those skilled in the art that the present
features can be embodied in several forms without departing
from the characteristics thereof.

The mobile terminal according to an embodiment of the
present invention can include the touchscreen area corre-
sponding to the front side of the display unit, as described
above. That is, a bezel is present in only part of the upper and
lower ends of the front body and the sides of the front body
do not have a bezel. Accordingly, when the side of a first
mobile terminal comes into contact with the side of a second
mobile terminal, a first touchscreen of the first mobile
terminal and a second touchscreen of the second mobile
terminal can be used as one large touchscreen.

According to one embodiment of the present invention,
when the sides of the first and second mobile terminals are
brought into contact with each other, the first and second
mobile terminals can perform data communication. Here,
data communication may refer to data communication
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through which content of the first mobile terminal can be
shared with the second mobile terminal. Otherwise, data
communication may refer to data communication through
which content of the second mobile terminal can be shared
with the first mobile terminal. When the sides of the first and
second mobile terminals come into contact with each other,
the first mobile terminal can control the second touchscreen
of the second mobile terminal.

According to an embodiment of the present invention, the
first touchscreen and the second touchscreen that share the
contact area can be used as one shared area and thus content
of the first mobile terminal and content of the second mobile
terminal can be shared through the shared area.

The aforementioned first and second mobile terminals are
respectively referred to as “mobile terminal” and “external
terminal” in embodiments of the present invention. It is
assumed that the external terminal has a configuration
identical or similar to that of the mobile terminal and
executes the same or similar functions.

Next, FIG. 4 is a flowchart illustrating a method for
controlling the mobile terminal according to a first embodi-
ment of the present invention, and FIG. 5 is a conceptual
view illustrating the generation of a shared area through side
contact between the mobile terminal and the external ter-
minal according to an embodiment of the present invention.

The method for controlling the mobile terminal according
to the first embodiment of the present invention may be
implemented in the mobile terminal 100 described above
with reference to FIGS. 1 to 3.

Referring to FIG. 4, the controller 180 can sense contact
of one side of the body of the mobile terminal 100 with one
side of the external terminal (S100). The touchscreen 151 of
the mobile terminal 100 may be provided to the front of the
body and extended to the side of the body. Here, the display
provided to the front of the body may be referred to as a front
display area and the display area extended to the side of the
body may be referred to as a side display area.

That is, the controller 180 can sense contact between the
side display area of the mobile terminal and the side display
area of the external terminal. The controller 180 then con-
nects the mobile terminal 100 and the external terminal such
that data communication can be performed between the two
terminals upon contact between the mobile terminal 100 and
the external terminal through the side display area of the
mobile terminal 100 (S110).

Connection of the mobile terminal 100 and the external
terminal such that data communication can be performed
between the two terminals may refer to establishment of a
predetermined data communication link between the mobile
terminal 100 and the external terminal. According to an
embodiment of the present invention, the two terminals can
share predetermined data through the data communication
link in response to a predetermined manipulation applied to
a predetermined shared area formed in the display units of
the two terminals in contact with each other.

According to an embodiment of the present invention, the
data communication link may be maintained only when the
two terminals come into contact with each other and may be
automatically disconnected when contact between the two
terminals is cancelled. Here, a state that the two terminals
come into contact with each other may include not only
when sides of the mobile terminal and the external terminal
physically come into contact with each other but also when
the two terminals in physical contact with each other are
separated from each other by a predetermined distance.

Accordingly, when the two terminals are brought into
contact with each other, the controller 180 displays the first
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area corresponding to the contact area of the two terminals
and the second area distinguished from the firs area, on the
touchscreen 151 (S120).

A description will be given of steps S100 to S120 in more
detail with reference to FIG. 5. Referring to FIG. 5, the body
of the mobile terminal 100 has a first side BA11 and a second
side BA12 and the body of an external terminal 200 also has
a first side BA21 and a second side BA22. The sides BA11,
BA12, BA21 and BA22 may include a touchscreen extended
from the front of the bodies and the ends of the touchscreen
extended to the sides may be connected to predetermined
bezels as necessary.

When the first side BA11 of the mobile terminal 100 is
brought into contact with the first side BA21 of the external
terminal 200, the controller 180 can sense the contact. The
contact may be slide contact and the mobile terminal 100
and the external terminal 200 may share a predetermined
contact area CA according to the contact.

Upon contact between the two terminals, the controller
180 can display a first area SA1 corresponding to the contact
area CA and a second area 151a distinguished from the first
area SA1 on the touchscreen 151.

The first area SA1 and the second areca 151a may be
displayed in various manners. For example, when the mobile
terminal 100 is brought into contact with the external
terminal 200 while the second area 151a is displayed on the
overall area of the touchscreen 151, the first area SA1 and
the second area 151a may be displayed in an overlaid
manner in a position corresponding to the contact area while
the size of the second area 151a is not changed. In this
instance, a layer corresponding to the second area 151a and
a layer corresponding to the first area SA1 may be displayed
in an overlaid manner.

In addition, when the mobile terminal 100 is brought into
contact with the external terminal 200 while the second area
151a is displayed on the overall area of the touchscreen 151,
part of the touchscreen 151, which corresponds to the
contact area, may be displayed as the first area SA1 and the
second area 151a may be displayed in the remaining area of
the touchscreen 151 other than the first area SA1. In this
instance, the size of the second area 151a displayed on the
overall area of the touchscreen 15 may be reduced.

Upon sensing the contact between the mobile terminal
100 and the external terminal 200, the external terminal 200
may also display, on a touchscreen 251 thereof, a first area
SA2 corresponding to the contact area CA and a second area
251a distinguished from the first area SA2. In this instance,
the first area SA2 and the second area 251a may be dis-
played in the same manner as the aforementioned example
in the external terminal 200.

The mobile terminal 100 can recognize the first area SA1
included in the touchscreen 151 as a first shared area SA1
and recognize the first area SA2 included in the touchscreen
of the external terminal 200 as a second shared area SA2.
Accordingly, the controller 180 can recognize the first
shared area SA1 and the second shared area SA2 as one
combined shared area SA. Here, while the first shared area
SA1l and the second shared area SA2 are implemented
through the touchscreens which are physically divided from
each other based on the common contact area CA, the first
shared area SA1 and the second shared area SA2 may be
recognized as one seamless screen since the touchscreens do
not have bezels.

Referring to FIGS. 4 and 5, the controller 180 can receive
input of moving content C1 displayed in the second area
151a to the first area (first shared area) SA1 (S130). Upon
reception of the input of moving the first content C1 to the
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first shared area SA1, the controller 180 can display the first
content C1 in the first shared area SA1 (S140).

Then, the controller 180 can control the mobile terminal
100 to share the first content C1 with the external terminal
200 (S150). More specifically, the controller 180 can receive
a drag input of moving the first content C1' displayed in the
first shared area SA1 to the second area 251a of the
touchscreen of the external terminal 200 via the second
shared area SA2 of the external terminal 200. Accordingly,
the mobile terminal 100 can share the first content C1 with
the external terminal 200 through the first shared area SA1
and/or the second shared area SA2.

In addition, the controller 180 can control the first content
C1' displayed in the first shared area SA1 to be shared by the
external terminal 200 without passing through the second
shared area SA2 through predetermined input.

Furthermore, content C2 of the external terminal 200 may
also be shared with the mobile terminal 100 through the
second shared area SA2 and/or the first shared area SA1.
Various methods for sharing content displayed in the shared
area SA with the external terminal will be described later.

According to an embodiment of the present invention, the
controller 180 can recognize the shared area SA as one large
screen and display predetermined content in the shared area
CA. This will be described later with reference to related
drawings.

The input of moving the content C1 to the first area SA1
may include at least one of input of dragging the content C1
to the first shared area SA1, input of dragging the content C1
to the second shared area SA2 and input of dragging content
displayed in the first shared area SA1 to the second shared
area SA2.

When the touchscreen 151 of the mobile terminal 100
extends to the side of the mobile terminal 100 and thus
contact with the external terminal can be sensed through the
side touchscreen has been described. However, the present
invention is not limited thereto. For example, an embodi-
ment of the present invention can be implemented in a
terminal including a sensing means for sensing contact with
an external terminal, which is provided to at least one area
of the body of the terminal.

According to an embodiment of the present invention,
contact between one side of the body of the mobile terminal
100 and one side of the external terminal 200 can be sensed
by the sensing unit 140 provided to the side of the mobile
terminal 100.

The sensing unit 140 may be included in the rear case 102
in FIGS. 1B and 1C. Since the rear case 102 forms at least
one side of the body of the mobile terminal 100, contact
between the mobile terminal 100 and the external terminal
200 can be sensed through the sensing unit 140 and a sensing
signal can be transmitted to the controller 180 when one side
of the body of the mobile terminal 100 comes into contact
with one side of the external terminal.

The sensing unit 140 (shown in FIG. 1B) may be provided
to the bezel 370 shown in FIG. 2C. According to an
embodiment of the present invention, the touchscreen 151 of
the mobile terminal 100 may be provided to the front of the
body of the mobile terminal 100 and extended to the side of
the body. The touchscreen 151 may be provided to the front
of the body, bent and extended to the side of the body and
the end of the extended touchscreen 151 may be fixed to the
bezel 370.

Accordingly, when the side of the external terminal hav-
ing the same structure as the mobile terminal 100 is brought
into contact with the side of the mobile terminal 100, the
bezels of the two terminals come into contact with each

10

15

20

25

30

35

40

45

50

55

60

65

24

other and thus the sensing units included in the bezels can
sense the contact between the two terminals and transmit
sensing signals corresponding to the sensed results to the
controllers 180 of the two terminals.

The sensing unit 140 (shown in FIG. 1B) may be provided
to the sides 1515 and 151c¢ of the touchscreen 151 in a
structure having no bezel, as shown in FIG. 2D. In this
instance, when one side (1515 or 151¢) of the touchscreen
of the mobile terminal 100 comes into contact with one side
of the touchscreen of the external terminal, the sensing unit
provided to the side 1515 or 151¢ of the touchscreen of the
mobile terminal 100 can generate a sensing signal repre-
senting the contact between the two terminals and transmit
the sensing signal to the controller 180.

According to an embodiment of the present invention, the
sensing unit 140 (shown in FIG. 1B) can sense contact with
one side of the external terminal irrespective of the position
of the sensing unit, for example, the rear case 102 (shown in
FIG. 1B) of the body of the mobile terminal, bezel 370
(shown in FIG. 2C) or the inside (1515 and 151¢ in FIG. 2D)
of the touchscreen. Furthermore, it is possible to recognize
whether contact between the two terminals is contact
between the entire sides of the two terminals or contact
between specific regions (e.g. parts corresponding to 50%)
of'the sides of the two terminals. Accordingly, the size of the
shared area according to an embodiment of the present
invention can be determined by a sensing signal generated
by the sensing unit.

The position of the sensing unit according to an embodi-
ment of the present invention is not limited to the afore-
mentioned example. The sensing unit can be disposed in any
position in which the sensing unit can sense contact between
the two terminals as the structure and appearance of the
display unit are changed.

In addition, the sensing unit included in the mobile
terminal 100 according to an embodiment of the present
invention may sense a change in the contact area according
to sliding contact at the side of the terminal body. Further-
more, the sensing unit may sense the start point and end
point of the sliding contact to recognize the length of the
sliding contact.

A description will now be given of application of the first
embodiment of the present invention to an application (e.g.
a gallery application) for displaying a predetermined image.
In particular, FIG. 6 illustrates a state before the mobile
terminal and the external terminal are brought into contact
with each other while predetermined content is displayed on
the two terminals according to the first embodiment of the
present invention.

Referring to FIG. 6, the controller 180 can display a
predetermined image on the touchscreen 151. The external
terminal 200 may also display a predetermined image on the
touchscreen 251. When the mobile terminal 100 senses the
aforementioned lateral contact with the external terminal
200, the shared area SA having the predetermined contact
area CA may be displayed, as shown in FIGS. 7A and 7B.

FIGS. 7A and 7B illustrate an example of displaying the
shared area according to contact between the mobile termi-
nal and the external terminal according to the first embodi-
ment of the present invention.

Referring to FIG. 7A, the controller 180 can display the
first shared area SA1 (first area) and the second area 151a
distinguished from the first shared area SA1 on the touch-
screen irrespective of display of a predetermined image
displayed before the two terminals are brought into contact
with each other. The predetermined image may be continu-
ously displayed in the second area 151a.
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The controller 180 can display the first shared area SA1
on the touchscreen 151 in an overlaid manner. In this
instance, arrangement of a plurality of images displayed on
the touchscreen 151 before the mobile terminal 100 comes
into contact with the external terminal 200 is not changed
and a new layer corresponding to the first shared area SA1
may be overlaid on the images.

In addition, the controller 180 can control the first shared
area SA1 to occupy a predetermined area of the touchscreen
151 and control the images displayed on the touchscreen 151
before the mobile terminal 100 comes into contact with the
external terminal 200 to be scrolled in a predetermined
direction and automatically arranged in the second area 151a
distinguished from the first shared area SA1. The external
terminal 200 operates in the same manner.

While the touchscreens of the two terminals may display
the first area and the second area, as described above, as the
two terminals are brought into contact with each other, the
first area and the second area may not be activated. That is,
approval of the user may be needed in order to use at least
part of the display areas of the two terminals as a shared area
when the two terminals come into contact with each other.

Referring to FIG. 7A, upon lateral contact between the
mobile terminal 100 and the external terminal 200, a pop-up
window for inquiring whether to connect the two terminals
in order to share content through the shared area may be
displayed on the touchscreen 151. For example, when the
external terminal 200 does not want to be connected to the
mobile terminal 100, the mobile terminal 100 and the
external terminal 200 may not activate the shared area.

Referring to FIG. 7B, upon lateral contact between the
mobile terminal 100 and the external terminal 200, a soft key
(e.g. “+” shown in FIG. 7B) for activating the shared area
may be displayed in the shared area SA including the contact
area. The controller 180 can activate the shared area SA
through the pop-up window shown in FIG. 7A or the
indicator, that is, soft key shown in FIG. 7B.

Next, FIG. 8 is a view illustrating an example of sharing
content through the shared area shown in FIGS. 7A and 7B.
Referring to FIG. 8, the mobile terminal 100 can separately
process inputs applied to the first shared area SA1 and the
second area 151a.

For example, the controller 180 can prevent predeter-
mined scroll input applied to the second area 151a from
affecting the first shared area SA1 or the second shared area
SA2. Accordingly, when multiple pieces of content are
displayed in the second area 151a, movement of the content
displayed in the second area 151a can be easily controlled
through the scroll input applied to the second area 151a.

Upon reception of input of dragging first content 31
displayed in the second area 151a to the first shared area
SA1, the controller 180 can display the first content 31 in the
first shared area SA1. Here, the first content 31 displayed in
the second area 151a is not actually moved to the first shared
area SA1 and virtual first content 31' corresponding to the
first content 31 may be displayed in the first shared area SA1
in response to the drag input while the first content 31 is still
displayed in the second area 151a.

The virtual first content 31' may be a state displayed in the
shared area before the first content 31 is downloaded to the
external terminal 200.

FIG. 9 is a view illustrating an example of displaying
content through the entire shared area shown in FIGS. 7A
and 7B. Referring to FIG. 9, upon reception of a predeter-
mined input applied to the first content 31' displayed in the
first shared area SA1, the controller 180 can control the first
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content 31' to be magnified and displayed throughout the
shared area SA including the first shared area SA1 and the
second shared area SA2.

Here, the predetermined input may include touch input of
selecting the first content 31', double touch input applied to
the first content 31', zoom-in operation for the first content
31" and the like. The controller 180 can display magnified
first content 31" throughout the shared area SA in response
to the predetermined input.

The shared area SA may display icons 11 and 12 by which
the next image or previous image of the displayed image can
be selected. Second content 51 of the external terminal 200
can also be moved to the second shared area SA2 while the
magnified first content 31" is displayed in the shared area
SA.

Accordingly, the first content 31' can be displayed in the
first shared area SA1, the second content 51' can be dis-
played in the second shared area SA2 and the magnified first
content 31" can be displayed over the first and second shared
areas SA1 and SA2, as shown in FIG. 10A.

FIGS. 10A and 10B illustrate an example of displaying
sources of the content, shared through the shared area shown
in FIGS. 7A and 7B, on the content, and FIG. 11 illustrates
an example of displaying indicators for indicating the
sources of the content, shown in FIGS. 10A and 10B, on the
content.

Referring to FIG. 10A, both the content 31' of the mobile
terminal 100 and the content 51' of the external terminal 200
can be displayed in the shared area SA. When multiple
pieces of content are displayed together in the shared area
SA, content of one terminal needs to be distinguished from
content of the other terminal such that the user of the mobile
terminal 100 can easily recognize content, which is not
stored in the mobile terminal 100 and thus needs to be
downloaded.

For example, the source of the first content 31" magnified
and displayed in the shared area SA, shown in FIG. 104, is
the mobile terminal 100. Accordingly, the controller 180 can
display a download indicator D1 on a portion of the first
content 31", which is displayed in the second shared area
SA2, such that the user can intuitively recognize that the first
content 31" does not belong to the external terminal 200.

When the content displayed in the first shared area SA1 is
not content stored in the mobile terminal 100, the controller
180 can add the download indicator to the content. That is,
the controller 180 can selectively display the download
indicator according to whether content to be shared is
displayed in the first shared area SA1 or second shared area
SA2.

Upon reception of input of selecting the download indi-
cator D1 in the state shown in FIG. 10A, the controller 180
can transmit the first content 31" to the external terminal
200. The orientation of content displayed in the shared area
SA may also be changed in various manners. That is, the
orientation of the content displayed in the shared area SA
can depend on the source of the content, the orientation of
the terminal sharing the content, etc.

Referring to FIG. 10B, when the content 51" is displayed
in the shared area SA and the source of the displayed content
51" is the external terminal 200, the orientation of the
content 51" may be determined according to the orientation
of the mobile terminal 100. When the user of the mobile
terminal 100 is located opposite to the user of the external
terminal 200, the orientation of the content 51" can be
controlled such that the content 51" is not seen upside down
by the user of the mobile terminal 100.
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Referring to FIG. 11, the controller 180 can receive input
of associating one or more pieces of content 31, 34 and 35
from among a plurality of pieces of content 31, 32, 33, 34,
35 and 36, displayed in the second areca 151a of the
touchscreen 151, with the first shared area SA1 or the second
shared area SA2.

For example, the content 31 and content 34 are associated
with the first shared area SA1 and thus content 31' and
content 34' can be displayed in the first shared area SA1. In
addition, the content 35 is associated with the second shared
area SA2 and thus content 35' can be displayed in the second
shared area SA2. Furthermore, content 52 and content 54 of
the external terminal 200 are associated with the first shared
area SA and thus content 52' and content 54' can be
displayed in the first shared area SA1.

In this instance, the controller 180 can add the download
indicator D1 to each piece of content in order to indicate the
source of each piece of content associated with the shared
area SA. For example, the download indicator D1 may be
added to the content 52' and content 54' displayed in the first
shared area SA1 since the content 52' and content 54' are
content stored in the external terminal 200. In addition, the
download indicator D1 may be added to the content 35'
displayed in the second shared area SA2 since the content
35' is content stored in the mobile terminal 100.

FIG. 12 illustrates an example of controlling display of
content in the shared area shown in FIGS. 7A and 7B by
controlling the shared area when multiple pieces of content
are displayed in the shared area.

Referring to FIG. 12, when scroll input for the shared area
SA is received while the content 31', 52, 54', 34' and 35' is
displayed in the shared area SA as shown in FIG. 11, the
content 31', 52', 54', 34' and 35' may be scrolled through the
shared area SA.

In this instance, the second area 151a of the touchscreen
151 and the second area 251a of the touchscreen of the
external terminal 200 may be irrelevant to the scroll input.
The controller 180 can control the content 31", 52, 54', 34'
and 35' to be moved downward in response to the scroll
input such that the content 31', 52', 54' and 34' displayed in
the first shared area SA1 can be moved to the second shared
area SA2.

As the content is moved to the second shared arca SA2
corresponding to the external terminal 200, the controller
180 can add the download indicator D1 to the content 31'
and 34' having the mobile terminal 100 as the source thereof.
In addition, the controller 180 can delete the download
indicator D1 previously added to the content 52' and 54'.

That is, the controller 180 can selectively add or delete the
download indicator according to whether content is dis-
played in the first shared area SA1 or the second shared area
SA2.

Next, FIG. 13 illustrates an example of changing the area
of the shared area shown in FIGS. 7A and 7B according to
the contact area of the mobile terminal and the external
terminal in accordance with the first embodiment of the
present invention. Referring to FIG. 13, the lateral contact
area of the mobile terminal 100 and the external terminal
200 may increase. That is, when the contact side of the
external terminal 200 additionally slides to the left, the
lateral contact area of the mobile terminal 100 and the
external terminal 200 can increase.

Accordingly, the controller 180 can use shared areas
extending from the shared area SA to the left and right to
share content. The controller 180 can increase the size of the
content 31" displayed in the shared area and display the
content 31" when the shared area increases. In addition, the

15

25

40

45

50

28

controller 180 can increase the size of the shared area only
and maintain the size of the content 31" displayed in the
shared area.

Next, FIG. 14 illustrates an example of controlling display
of content displayed in the shared area shown in FIGS. 7A
and 7B. Referring to FIG. 14, the controller 180 can receive
a zoom-in command with respect to the content 31" dis-
played in the shared area SA. In this instance, the controller
180 can perform the zoom-in command for the first shared
area SA1 and the second shared area SA2. For example,
even when zoom-in operation of the user is performed on
one of the first shared area SA1 and the second shared area
SA2, the content 31" can be magnified and displayed over
the first shared area SA1 and the second shared area SA2.

According to an embodiment of the present invention, a
zoom-out command in addition to the zoom-in command
may be received. While the size of content displayed in the
shared area may be reduced according to the zoom-out
command, the size of the shared area SA can be reduced
according to continuously input zoom-out commands.

FIGS. 15A and 15B illustrate an example of changing the
area of the shared area without changing the contact area of
the two terminals by controlling display of content displayed
in the shared area shown in FIGS. 7A and 7B.

Referring to FIGS. 15A and 15B, upon reception of two
or more zoom-out commands with respect to the content 31"
displayed in the shared area SA (FIG. 15A), the controller
180 can reduce the size of the content (31") and, simulta-
neously, decrease the size of the shared area SA (SA—=SA"),
as shown in FIG. 15B.

In addition, the controller 180 can increase the sizes of the
second areas 151a and 251a as the sizes of the first shared
area SA1 and the second shared area SA2 decrease. Fur-
thermore, predetermined content that can be shared may be
displayed in the increased second areas 151a and 251a.

FIG. 16 is a flowchart illustrating a method for controlling
the mobile terminal according to a second embodiment of
the present invention. The method for controlling the mobile
terminal according to the second embodiment of the present
invention may be implemented in the mobile terminal 100
described above with reference to FIGS. 1 to 3. The second
embodiment of the present invention may be implemented
based on the first embodiment. Further, it is assumed that the
external terminal 200 which is brought into contact with the
mobile terminal 100 can equally perform all operations
performed by the mobile terminal 100.

Referring to FIG. 16, the mobile terminal 100 may
execute a specific application (S200). The mobile terminal
100 may not execute the specific application and the external
terminal 200 may execute the specific application. Upon
lateral contact between the mobile terminal and the external
terminal 200 (S210), the controller 180 controls content
related to the specific application to be shared through the
shared area (S220).

In the second embodiment of the present invention, the
shared area is used for the specific application to be sepa-
rately executed in the mobile terminal 100 and the external
terminal as well as functioning as a simple tray for sharing
content.

FIG. 17A to 19 are views illustrating an operation of the
mobile terminal when the second embodiment of the present
invention is applied to a music player application. Referring
to FIG. 17A, the mobile terminal 100 can execute an
application for playing music. The external terminal 200 can
also execute the application for playing music or other
applications. The external terminal 200 may display the
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homescreen on the touchscreen without executing a specific
application. Otherwise, the display of the external terminal
200 may be turned off.

Upon lateral contact between the mobile terminal 100 and
the external terminal 200, the controller 180 of the mobile
terminal 100 displays the first area SA1 (first shared area)
and the second area 151a distinguished from the first area on
the touchscreen 151, as shown in FIG. 17B, as described in
the first embodiment of the present invention. The display
area of the external terminal 200 may be divided into the first
area SA2 (second shared area) and the second area 251a.

Then, the controller 180 of the mobile terminal 100
displays a pop-up window P1 for inquiring whether to
execute a music sharing function in the first shared area
SA1. The external terminal 200 may also display the pop-up
window P2 in the second shared area SA2.

When the music sharing function is executed according to
predetermined input, the mobile terminal 100 and the exter-
nal terminal 200 respectively activate the first shared area
SA1 and the second shared area SA2 for the music sharing
function.

Referring to FIG. 17C, the controller 180 of the mobile
terminal 100 receives input of associating at least one of
music files ML1 displayed in the second area 151a with the
first shared area SA1. The input may be drag input. The
external terminal 200 receives input of dragging at least one
of music files ML.2 displayed in the second area 251a to the
second shared area SA2.

Referring to FIG. 18, the controller 180 displays, in the
first shared area SA1, a play list including shared content
ML12 of the mobile terminal 100 and shared content ML.21
and ML22 of the external terminal 200.

The controller 180 of the mobile terminal 100 may
display content such that the content is visually discrimi-
nated in order to recognize the source of the content. For
example, the mobile terminal 100 can display content
included in the first shared area SA1 differently according to
whether the source of the content is the mobile terminal 100
or the external terminal 200 such that the user can intuitively
recognize the source of the content. The external terminal
200 may operate in the same manner.

The controller 180 can also display, in the first shared area
SA1, a control area for controlling playback of the content
included in the play list in addition to the play list.

Upon reception of input of playing specific content
included in the play list through the control area, the
controller 180 can commonly play the specific content in the
mobile terminal 100 and the external terminal 200.

When the input of playing the specific content is received,
the controller 180 can control the audio output unit 152 of
the mobile terminal 100 to be connected to the audio output
unit (e.g. speaker or earphone) of the external terminal 200
s0 as to output sounds according to playback of the specific
content according to combination of the mobile terminal 100
and the external terminal 200.

Referring to FIG. 19, contact between the mobile terminal
100 and the external terminal 200 is terminated while
playback of the specific content is shared through the first
shared area SA1, the controller 180 can display a list of
shared playback content on the touchscreen 151. The exter-
nal terminal 200 may operate in the same manner.

In addition, the controller 180 can store a record of a
predetermined play list shared through contact with the
external terminal 200. When the mobile terminal 100 is
brought into contact with the same external terminal again
after the contact is terminated, the record may be used
through the shared area.
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Next, FIGS. 20A to 21 are views illustrating an operation
of the mobile terminal when the second embodiment of the
present invention is applied to an example of sharing an
application. Referring to FIG. 20A, the mobile terminal 100
may display the homescreen on the touchscreen 151. The
homescreen may display at least one application that can be
executed in the mobile terminal 100 and widget icons. Upon
sensing lateral contact with the external terminal 200, the
controller 180 can display the first shared area SA1 on the
touchscreen 151.

Referring to FIG. 20B, the controller 180 can display a
pop-up window P1 for inquiring whether to execute an
application sharing function in the first shared area SA1. The
external terminal 200 in contact with the mobile terminal
100 may operate in the same manner.

Referring to FIG. 20C, the controller 180 can display, in
the first shared area SA1, at least one application 61 installed
in the external terminal 200, from among applications avail-
able in the mobile terminal 100. The external terminal 200
may operate in the same manner.

The controller 180 of the mobile terminal 100 may
display applications A1l, A12 and A13 other than the
common application 61 in the second area 151a. The exter-
nal terminal 200 may also display applications A21, A22 and
A23 other than the common application 62 in the second
area 251a.

While the common application 61 is respectively dis-
played in the first shared area SA1 and the second shared
area SA2 in FIG. 20C, the common application 61 may be
displayed in one shared area including the first and second
shared areas SA1 and SA2.

Referring to FIG. 20D, upon reception of input of drag-
ging the specific application A13 displayed in the second
area 151a to the first shared area SA1, the controller 180 can
control the specific application A14 to be shared by the
external terminal 200.

More specifically, referring to FIG. 20E, the controller
180 can display a virtual application A13' corresponding to
the shared application A13 in the second area 251a of the
external terminal 200. The virtual application A13' may be
mapped to a link address for installing the specific applica-
tion A13.

Referring to FIG. 21, upon reception of input of selecting
the virtual application A13', the external terminal 200 may
install the specific application A13.

When the virtual application A13' is displayed, as shown
in FIGS. 20E and 21, and input of dragging the specific
application A13 to the first shared area SA1 is received, as
shown in FIG. 20D, without a process of selecting the virtual
application 13', the controller 180 can control the specific
application A13 to be automatically installed in the external
terminal 200.

FIGS. 22A to 22D are views illustrating an operation of
the mobile terminal when the second embodiment of the
present invention is applied to an example of sharing a text.
Referring to FIG. 22 A, the mobile terminal 100 may execute
a text file 71 including predetermined texts.

The controller 180 can display the first shared area SA1
on the touchscreen 151 upon sensing lateral contact between
the mobile terminal 100 and the external terminal 200.

Referring to FIG. 22B, the controller 180 can display, in
the first shared area SA1, a pop-up window P1 for inquiring
whether to execute a text view function. The external
terminal 200 in contact with the mobile terminal 100 may
operate in the same manner.

Referring to FIG. 22C, the controller 180 can display, in
the first shared area SA1, at least one text file 64 present in
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the external terminal 200, from among text files 63 that can
be used in the mobile terminal 100. The external terminal
200 may operate in the same manner.

Upon reception of input of dragging a specific text file 71
from among the at least one common text file 64 to the first
shared area SA1, the controller 180 of the mobile terminal
100 may display the specific text file 71 in the second area
151a of the touchscreen 151. The specific text file 71 may
also be displayed in the second area 251a of the touchscreen
of the external terminal 200.

Referring to FIG. 22D, the controller 180 can perform
operation of editing the text file 71 displayed in the second
area 151a of the touchscreen 151. For example, predeter-
mined handwriting input 73 can be applied to the text file 71.
In this instance, the controller 180 of the mobile terminal
100 may control the handwriting input 73 to be displayed on
the external terminal 200.

The external terminal 200 may separately store the edited
text file. Accordingly, the edited result of the text file shared
through contact between the mobile terminal 100 and the
external terminal 200 can be shared more easily.

FIGS. 23A to 23C are views illustrating an operation of
the mobile terminal when the second embodiment of the
present invention is applied to an example of sharing a
contact list. Referring to FIG. 23 A, the mobile terminal 100
may display a contact list CL1 stored in the memory on the
touchscreen 151.

The controller 180 can display the first shared area SA1
on the touchscreen 151 upon sensing lateral contact between
the mobile terminal 100 and the external terminal 200. The
external terminal 200 may display a contact list CL.2 stored
therein in the second area 251a of the touchscreen thereof.

Referring to FIG. 23B, when the controller 180 receives
input of dragging contact information 81 of a specific
person, included in the contact list CL1, to the first shared
area SA1, the controller 180 can display the contact infor-
mation 81' of the specific person in the first shared area SA1.
The contact information 81' of the specific person, displayed
in the first shared area SA1, may be a business card file of
the specific person.

Referring to FIG. 23C, upon reception of input of drag-
ging the business file 81' of the specific person, displayed in
the first shared area SA1, to the second shared area SA2 of
the external terminal 200, the controller 180 controls the
business file 81' to be transmitted to the external terminal
200 while being displayed in the second shared area SA2.

The external terminal 200 may store contact information
of' the specific person, which corresponds to the business file
81", and add the contact information to the contact list CL2.
Accordingly, it is possible to easily share contact informa-
tion through contact between the mobile terminal 100 and
the external terminal 200.

FIG. 24 is a flowchart illustrating a method for controlling
the mobile terminal according to a third embodiment of the
present invention. The method for controlling the mobile
terminal according to the third embodiment of the present
invention may be implemented in the mobile terminal 100
described above with reference to FIGS. 1 to 3. The third
embodiment of the present invention may be implemented
based on the first embodiment.

The third embodiment is implemented on the assumption
that the external terminal 200 coming into contact with the
mobile terminal 100 can perform the same operations as
those performed in the mobile terminal 100. In the third
embodiment of the present invention, galleries of the termi-
nals are shared.

10

25

30

40

45

32

Specifically, the mobile terminal 100 and the external
terminal 200 may store images captured using cameras or
images transmitted form external devices in galleries.
According to the third embodiment of the present invention,
the screens of the two terminals can be combined into one
large screen and predetermined images stored in the galler-
ies of the two terminals can be displayed through the large
screen upon contact between the mobile terminal 100 and
the external terminal 200.

Referring to FIG. 24, the controller 180 of the mobile
terminal 100 can execute an application (e.g. a gallery
application) for displaying images and display a specific
image on the touchscreen 151 (S300). The controller 180
can sense contact between one side of the mobile terminal
100 and one side of the external terminal 200 (S310).

According to the third embodiment of the present inven-
tion, contact may mean contact between the entire sides of
the two terminals or contact between parts of the sides of the
two terminals. The controller 180 can connect the mobile
terminal 100 and the external terminal 200 to each other
such that data communication can be performed therebe-
tween while the two terminals are in contact with each other
(8320).

When the entire sides of the two terminals come into
contact with each other, the controller 180 can recognize the
touchscreen 151 of the mobile terminal 100 and the touch-
screen of the external terminal 200 as one screen and control
the specific image to be displayed on the overall area of the
touchscreen (S330).

FIGS. 25A and 25B are views illustrating an example of
using the full screen of the external terminal to display a
predetermined image when the mobile terminal displaying
the image comes into contact with the external terminal
according to the third embodiment of the present invention.

Referring to FIG. 25B, the controller 180 of the mobile
terminal 100 may display a first image 91 on the entire
touchscreen 151 in a full view mode. When the external
terminal 200 comes into contact with the overall side of the
mobile terminal 100, the first image 91 displayed on the
touchscreen 151 may be displayed over the touchscreen
(first touchscreen) of the mobile terminal 10 and the touch-
screen (second touchscreen) of the external terminal 200.
The controller 180 can control the aspect ratio of the first
image 91 and display the first image 91 over the first and
second touchscreens.

The controller 180 can display a download indicator D1
in the portion of the first image 91, which is displayed on the
second touchscreen, such that the user can intuitively rec-
ognize that the source of the first image 91 is the mobile
terminal 100. Accordingly, upon reception of input of select-
ing the download indicator D1, the controller 180 can
control the first image 91 to be stored in the external terminal
200.

FIGS. 26 and 27 are views illustrating an example of
turning images according to the third embodiment of the
present invention.

Referring to FIG. 26, the controller 180 can arrange
images stored in the galleries of the mobile terminal 100 and
the external terminal 200 on the basis of predetermined
information and display the arranged image in the shared
area when the mobile terminal 100 and the external terminal
200 come into contact with each other.

Here, the shared area is based on the assumption that the
first touchscreen 151 of the mobile terminal 100 and the
second touchscreen of the external terminal 200 are recog-
nized as a shared area. Upon reception of flicking input
applied to the shared area, the controller 180 can arrange the
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first image 91 stored in the mobile terminal 100 and a second
image 92 stored in the external terminal 200 on the basis of
predetermined information and display the first image 91
and the second image 92 in the shared area in a scrolling
manner.

The predetermined information may include an image
capture date, place and the like. In addition, the controller
180 can display only content stored in the mobile terminal
100 or only content stored in the external terminal 200 in the
shared area. Furthermore, the controller 180 can display
content stored in the mobile terminal 100 and the external
terminal 200 in the shared area on the basis of predetermined
information.

Referring to FIG. 27, the mobile terminal 100 may come
into contact with a first external terminal 200 in contact with
a second external terminal 300 and the controller 180 can
recognize screens of the terminals as one large screen and
control images to be displayed thereon.

The next image or previous image of the currently dis-
played image may be displayed through touch input applied
to the edge 1001 of the first touchscreen 151 of the mobile
terminal 100 and the edge 1002 of a third touchscreen 251
of the second external terminal 200. For example, the
previous image of the currently displayed image can be
displayed upon reception of touch input applied to the edge
1001 of the first touchscreen 151 and the next image of the
currently displayed image can be displayed on the touch-
screens 151, 251 and 351 upon reception of touch input
applied to the edge 1002 of the third touchscreen 351.

FIGS. 28A and 28B are views illustrating another
example of displaying an image on the screens of the mobile
terminal and the external terminal according to the third
embodiment of the present invention. In FIG. 25, the exter-
nal terminal 200 comes into contact with the mobile terminal
100 while the first image is displayed in the full view mode
on the first touchscreen 151 of the mobile terminal 100.

Referring to FIG. 28A, the first image 91 may be adapted
to the size of the first touchscreen 151 of the mobile terminal
100 and displayed thereon rather than being displayed in the
full view mode. Referring to FIG. 28B, when the external
terminal 200 comes into contact with the mobile terminal
100, a plurality of images stored in the mobile terminal 100
and the external terminal 200 may be displayed on the first
touchscreen 151 of the mobile terminal 100 and the second
touchscreen 251 of the external terminal 200 in an album
view mode.

Referring to FIG. 28B, the controller 180 can add the
download indicator D1 to an image 93 from among the
images 91, 92 and 93 displayed on the first touchscreen 151
such that the user can intuitively recognize that the source of
the image 93 is the external terminal 200. In addition, the
controller 180 can add the download indicator D1 to an
image 95 from among images 94, 95 and 96 displayed on the
second touchscreen 251 such that the user can intuitively
recognize that the source of the image 95 is the mobile
terminal 100.

The third embodiment of the present invention includes a
case in which the external terminal 200 executes an appli-
cation other than the gallery application before the external
terminal 200 comes into contact with the mobile terminal
100. In this instance, the external terminal 200 may auto-
matically execute the gallery application upon contact with
the mobile terminal 100 and display a plurality of images
stored in the gallery thereof on the second touchscreen 151.

FIGS. 29A and 29B are views illustrating another
example of displaying an image according to the third
embodiment of the present invention. In particular, FIGS.
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29A and 29B illustrate a gallery view function executed
when the entire sides of the mobile terminal 100 and the
external terminal 200 come into contact with each other.

Referring to FIG. 29A, the mobile terminal 100 may
execute the gallery application to display a plurality of
stored images I1 to 112 on the touchscreen 151. Referring to
FIG. 29B, when lateral contact between the mobile terminal
100 and the external terminal 200 is achieved while the
images are displayed on the touchscreen 151, the controller
180 can set the mobile terminal 100 as a master terminal and
display images stored in the master terminal 100 throughout
the shared area SA. Upon reception of flicking input applied
to the image 11 displayed in the shared area SA, following
images 12 and 13 may be sequentially displayed in the shared
area SA in a sliding manner.

If the gallery application is also being executed in the
external terminal 200 before the mobile terminal 100 and the
external terminal 200 come into contact with each other,
then a plurality of images stored in the galleries of the two
terminals can be arranged on the basis of predetermined
information and displayed through the overall shared area
SA.

FIGS. 30A to 30C are views illustrating another example
of displaying an image according to the third embodiment of
the present invention. Referring to FIG. 30A, the mobile
terminal 100 may execute a camera application and display
a preview image PV1 on the touchscreen 151. Lateral
contact between the mobile terminal 100 and the external
terminal 200 may be achieved while the camera application
is executed. The external terminal 200 coming into contact
with the mobile terminal 100 may display the homescreen
thereof. Otherwise, the external terminal 200 may execute
an application other than the camera application.

Referring to FIG. 30B, upon contact of the external
terminal 200 with the mobile terminal 100 in the state shown
in FIG. 30A, the external terminal 200 may also execute the
camera application and thus the preview image of the mobile
terminal 100 may be extended to the touchscreen of the
external terminal 200.

Upon reception of input of capturing an image while a
preview image PV2 is displayed on the touchscreens of the
two terminals according to contact between the two termi-
nals, the controller 180 can display a thumbnail image Th2
corresponding to the captured image on the touchscreen 151,
as shown in FIG. 30C. The captured image may also be
stored in the external terminal 200 (refer to Th2' in FIG.
300).

That is, an image can be captured using a large screen by
applying the method for controlling the mobile terminal
according to an embodiment of the present invention to the
image capture function. The external terminal 200 may
execute a function of sharing the screen only without
directly executing the camera application. For example,
upon contact between the mobile terminal 100 and the
external terminal 200, the controller 180 can extend the area
in which a preview image according to execution of the
camera application is displayed to the touchscreen of the
external terminal 200.

FIG. 31 is a view illustrating an example of changing an
image display mode when the two terminals come into
contact with each other according to the third embodiment
of the present invention. Referring to FIG. 31, the controller
180 can switch image display modes through a zoom-in
command or a zoom-out command with respect to the first
touchscreen 151 and/or the second touchscreen 251 while
the mobile terminal 100 and the external terminal 200 are in
contact with each other.
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For example, upon reception of zoom-out input in the full
view mode (first mode), the controller 180 can control the
first mode to be changed to a second mode in which only one
image is displayed on each terminal. In addition, upon
reception of zoom-out input in the second mode, the con-
troller 180 can control images displayed on the mobile
terminal 100 and the external terminal 200 to be displayed
in the album view mode (third mode). When zoom-in input
is received, operations opposite to the aforementioned
operations may be performed.

FIG. 32 is a view illustrating an example of displaying
image sources when multiple pieces of content are displayed
on the overall shared area according to the third embodiment
of the present invention. Referring to FIG. 32, upon recep-
tion of flicking input applied to the shared area in the album
view mode (third mode), the controller 180 can selectively
change the position of the download indicator D1 and
display the download indicator D1 in the changed position.

FIG. 33 is a view illustrating an example of performing
multi-tasking in each terminal while changing the size of the
shared area according to the third embodiment of the present
invention. Referring to FI1G. 33(a), upon contact between the
mobile terminal 100 and the external terminal 200 through
the overall sides thereof, the specific image 91 may be
displayed in the overall shared area including the first
touchscreen 151 and the second touchscreen 251.

In this state, when the contact area decreases according to
sliding of the external terminal 200, the shared area is also
reduced. Accordingly, the controller 180 displays the spe-
cific image 91 in the first shared area SA1 and the second
shared area SA2. An application executed through multi-
tasking, other than the gallery application, or an execution
screen of the application may be displayed in the areas 151a
and 251a other than the first and second shared areas SA1
and SA2 (FIG. 31()).

When the contact area of the two terminals is further
decreased, the first and second shared areas SA1 and SA2
may be used to display shared images 91, 92 and 93 and the
remaining areas 151a and 251a may be used for multi-
tasking (e.g. image editing or a messenger execution screen),
as described above.

FIGS. 34 and 35 are views illustrating an example of
sharing content through sharing trays when the content is
displayed in the overall shared area according to the third
embodiment of the present invention. Referring to FIG.
34(a), upon reception of predetermined input, the controller
180 can display a first sharing tray ST1 so the first sharing
tray ST1 slides from a side of the first touchscreen 151.

The controller 180 can control a predetermined image to
be stored in a desired terminal by associating the first sharing
tray ST1 with the predetermined image.

Referring to FIG. 34(b), when the mobile terminal 200,
the first external terminal 200 and the third external terminal
300 are sequentially brought into contact with each other to
share the screens thereof, the controller 180 can display a
second sharing tray ST2 so the second sharing tray ST2
slides from a side of the second touchscreen 251 upon
reception of predetermined touch input applied to the first
external terminal 200 located at the center.

Referring to FIG. 35(a), upon reception of long touch
input applied to the specific image 93 while the sharing trays
ST1 and ST2 are displayed, the controller 180 can display
the sharing trays ST1 and ST2 differently such that the user
can intuitively recognize the terminal in which the specific
image 93 will be stored.

Referring to FIG. 35(b), the controller 180 can control a
plurality of image to be stored in a desired terminal by
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associating the first sharing tray ST1 with the images. When
contact between the mobile terminal 100 and the external
terminal 200 is cancelled, content associated with the shar-
ing tray ST1 may be stored in the mobile terminal 100
through input of moving the associated content to the
touchscreen 151 of the mobile terminal 100.

FIG. 36 is a flowchart illustrating a method for controlling
the mobile terminal according to a fourth embodiment of the
present invention. The method for controlling the mobile
terminal according to the fourth embodiment of the present
invention may be implemented in the mobile terminal 100
described above with reference to FIGS. 1 to 3. The fourth
embodiment of the present invention may be implemented
based on the first embodiment. Further, the fourth embodi-
ment is implemented on the assumption that the external
terminal 200 coming into contact with the mobile terminal
100 can perform the same operations as those performed in
the mobile terminal 100.

Referring to FIG. 36, the controller 180 can sense contact
between one side of the mobile terminal 100 and one side of
the external terminal 200 (S400) and generate a data com-
munication link between the two terminals such that data
communication can be performed therebetween while the
two terminals come into contact with each other (S410).

The first to third embodiments of the present invention
describe a case in which the mobile terminal 100 and the
external terminal vertically come into contact with each
other, whereas the fourth embodiment of the present inven-
tion describes a case in which the mobile terminal 100 and
the external terminal horizontally come into contact with
each other.

FIG. 37 illustrates a display state before the mobile
terminal comes into contact with the external terminal
according to the fourth embodiment of the present invention.
Referring to FIG. 37, the mobile terminal 100 may display
multiple pieces of content on the touchscreen 151. The
external terminal 200 may display a video replay of a
predetermined video file on the touchscreen 251. In this
state, the two terminals may come into contact with each
other.

An example of sharing content according to the fourth
embodiment will now be described with reference to FIGS.
38A to 38E. FIGS. 38A and 38B are views illustrating an
example of sharing content through sharing trays between
two terminals coming into contact with each other according
to the fourth embodiment of the present invention.

The controller 180 can receive input of respectively
generating the first and second sharing trays ST1 and ST2 in
the mobile terminal 100 and the external terminal 200
(S420). An example of the input of generating the first and
second sharing trays will now be described with reference to
FIG. 38A.

Referring to FIG. 38A, the controller 180 of the mobile
terminal 100 may receive drag input of extending touch
input applied to the touchscreen 251 of the external terminal
200 to the touchscreen 151 of the mobile terminal 100.

That is, the start point of the drag input may correspond
to one point on the touchscreen 251 of the external terminal
200. In addition, the drag input may be seamlessly extended
to one point on the touchscreen 151 of the mobile terminal
100.

Accordingly, the second sharing tray ST2 can be gener-
ated on the touchscreen 251 of the external terminal 200 and
the first sharing tray ST1 can be generated on the touch-
screen 151 of the mobile terminal 100. According to the
fourth embodiment of the present invention, content stored
in each terminal can be shared with the other terminal
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through predetermined gesture input applied to the first and
second sharing trays ST1 and ST2.

Referring to FIG. 38A, the first sharing tray ST1 may be
overlaid on content displayed on the first touchscreen 151 so
as to be provided as a separate layer through the gesture
input. For example, the first sharing tray ST1 may be
displayed in a space generated as the content displayed on
the first touchscreen 151 is pushed aside.

The portion of the touchscreen 151 of the mobile terminal
100 other than the first sharing tray ST1 may be regarded as
the first area and the portion of the touchscreen 251 of the
external terminal 200 other than the second sharing tray ST2
may be regarded as the first area.

Referring to FIG. 36, the controller 180 can receive input
of associating one or more pieces of content C11 and C12
displayed on the first touchscreen 151 with the first sharing
tray ST1 (S430). Referring to FIG. 38B, the input of
associating the content C11 and C12 with the first sharing
tray ST1 may include input of dragging the content C11 and
C12 to the first sharing tray ST1.

Referring to FIG. 38C, the controller 180 can display the
execution screen of a predetermined application (e.g. note
pad C13) on the first touchscreen 151. The input of associ-
ating content with the sharing tray may include input of
touching a point on the execution screen of the specific
application and dragging the touch point to the first sharing
tray ST1.

Referring to FIGS. 38B and 38C, the content C12 and C13
can be associated with the first sharing tray ST1 according
to the drag input. Referring to FIG. 36, upon reception of
predetermined input with respect to the first sharing tray ST1
(S440), the controller 180 can transmit content associated
with the second sharing tray ST2 to the second sharing tray
ST3 (S450). Referring to FIGS. 38D and 38E, predeter-
mined input with respect to the first sharing tray ST1 may be
received.

The controller 180 can display the first sharing tray ST1
as an entity having elasticity. Accordingly, the controller 180
can receive touch input of expanding at least part of the
entity ST1 to a direction opposite to the external terminal
200 and then returning the expanded entity ST1 to the
original position thereof. The controller 180 can transmit the
associated content to the second sharing tray ST2 of the
external terminal 200 when the extended entity ST1 is
returned to the original position thereof.

As the first sharing tray ST1 is displayed as an entity
having elasticity, the user can transmit the content C11, C12
and C13 associated with the first sharing tray ST1 to the
external terminal 200 through gesture input of expanding the
first sharing tray ST1 and then flicking the expanded first
sharing tray ST1 to the external terminal 200.

When the predetermined gesture input is released, the
controller 180 can control the first sharing tray ST1 to
disappear. The second sharing stray ST2 of the external
terminal 200 may include the content C11, C12 and C13
previously present in the mobile terminal 200 according to
the predetermined gesture input.

The controller 180 can display a download key D3 for
determining whether to download content along with the
content C11, C12 and C13 in the second sharing key ST2.
The external terminal 200 may determine whether to down-
load the content C11, C12 and C13 transmitted thereto
through the download key D3.

Next, FIGS. 39A and 39B are views illustrating an
operation of the mobile terminal when content to be shared
is redundant content according to the fourth embodiment of
the present invention.
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According to the fourth embodiment of the present inven-
tion, when predetermined content is shared with the external
terminal 200 through the first sharing tray ST1, display
characteristics of the first and second sharing trays ST1 and
ST2 may be changed such that the user can intuitively
recognize that the content to be shared is content previously
present in the external terminal 200 or a redundant file
associated with the first sharing tray ST1.

Referring to FIG. 39A, upon reception of long touch input
applied to specific content C14, the controller 180 can
determine whether the specific content C14 is already pres-
ent in the external terminal 200. The controller 180 can
control an animation effect of changing the color of the
second sharing tray ST2 of the external terminal 200 to be
applied to the second sharing tray ST2 upon determining
that the specific content C14 is already present in the
external terminal.

For example, the controller 180 can display, on the
touchscreen 151, a pop-up window P4 which indicates that
the specific content C14 is content already associated with
the first sharing tray ST1.

Referring to FIG. 39B, upon reception of input of drag-
ging the specific content C14 to the first sharing tray ST1,
the controller 180 can provide animation effect to the content
C14 such that the content C14 is blocked while moving to
the first sharing tray ST1. Accordingly, the controller 180
can provide a user interface for avoiding redundant sharing
of content.

The example of sharing an image displayed on the mobile
terminal 100 with the external terminal 200 through the
sharing trays has been described. However, content shared in
the present invention is not limited to the image. For
example, content to be shared may be a video file provided
in streaming form.

FIGS. 40A and 40B are views illustrating an example of
a shared video file according to the fourth embodiment of the
present invention when content to be shared is the video file.
Referring to FIGS. 40A and 40B, the controller 180 can
reproduce a predetermined video file C1 in a streaming
manner. Upon reception of input of dragging the reproduced
image of the video file to the first sharing tray ST1, the
controller 180 can display a thumbnail image C1' of the
video file on the first sharing tray ST1.

Then, the controller 180 can transmit the thumbnail image
C1' of the video file to the second sharing tray ST2 upon
reception of the gesture input described above with refer-
ence to FIG. 38D.

When the download key D3 displayed on the second
sharing tray ST2 of the external terminal 200 is selected, the
controller 180 can transmit a link address provided by the
video file C1 to the external terminal 200. The external
terminal 200 may display, on the touchscreen 251 thereof, a
pop-up window P4 indicating that the link address is being
accessed.

FIGS. 41A and 41B are views illustrating a change in the
size of the shared area according to a change in the contact
area of the mobile terminal and at least one external terminal
according to the fourth embodiment of the present invention.

Referring to FIG. 41 A, the mobile terminal 100 may come
into contact with the first external terminal 200 and the
second external terminal 300. Specifically, one side of the
mobile terminal 100 may come into contact with one side of
the first external terminal 200 and another side of the mobile
terminal 100 may come into contact with one side of the
second external terminal 300. In addition, at least part of the
side of the first external terminal 200 may come into contact
with another side of the second external terminal 300. Thus,
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the mobile terminal 100 can come into contact with the first
external terminal 200 and the second external terminal 300.

The contact portions of the three terminals may be respec-
tively referred to as first, second and third sharing trays ST1,
ST2 and ST3. Accordingly, the mobile terminal 100 may
associate one or more pieces of content with the first sharing
tray ST1, and then share the associated content with the first
external terminal 200 upon reception of the predetermined
gesture input described above with reference to FIG. 38, that
is, gesture input of flipping the first sharing tray ST1 to the
first external terminal 200.

In addition, the controller 180 can share the associated
content with the second external terminal 300 upon recep-
tion of gesture input of flipping the first sharing tray ST1 to
the second external terminal 300.

According to the fourth embodiment of the present inven-
tion, the areas of the sharing trays of the terminals can be
changed by controlling the contact areas of the terminals to
be different from one another, as described in the aforemen-
tioned embodiments.

Referring to FIG. 41B, when the second external terminal
300 is slid to the left in the state of FIG. 41A, contact
between the mobile terminal 10 and the second external
terminal 300 is cancelled and contact between the first
external terminal and the second external terminal 300 may
be maintained with a minimized contact area therebetween.
Even In this instance, the three terminals 100, 200 and 300
can maintain a data link for sharing content.

The third sharing tray ST3 of the second external terminal
300 may be minimized and the remaining touchscreen area
351 may be maximized. The second external terminal 300
may perform multi-tasking through the touchscreen 351. For
example, the second external terminal 300 can execute a
predetermined messenger application C3 In addition, simul-
taneously, maintain the mode of sharing content with the
mobile terminal 100 and the first external terminal 200.

FIG. 42 is a flowchart illustrating a method for controlling
the mobile terminal according to a fifth embodiment of the
present invention and FIG. 43 is a view illustrating the fifth
embodiment of the present invention.

The method for controlling the mobile terminal according
to the fifth embodiment of the present invention may be
implemented in the mobile terminal 100 described above
with reference to FIGS. 1 to 3. The fifth embodiment of the
present invention may be implemented based on the first
embodiment.

The fifth embodiment is implemented on the assumption
that the external terminal 200 coming into contact with the
mobile terminal 100 can perform the same operations as
those performed in the mobile terminal 100.

Referring to FIGS. 42 and 43, the controller 180 can sense
contact between one side of the mobile terminal 100 and one
side of the external terminal 200 (S500).

The touchscreen 151 of the mobile terminal 100 and the
second touchscreen 251 of the external terminal 200 may be
recognized as one screen TS when one side of the mobile
terminal 100 comes into contact with one side of the external
terminal 200 (S510).

Upon recognition of the first touchscreen 151 and the
second touchscreen 251 as one screen TS, the controller 180
of'the mobile terminal 100 may control display of the second
touchscreen 251 through touch input applied to the first
touchscreen 151. In addition, the controller 180 can recog-
nize touch input applied to the second touchscreen 251 and
respond to the touch input.

The touchscreen TS is obtained by physically seamlessly
connecting the first touchscreen 151 and the second touch-
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screen 251 when one side of the mobile terminal 100 comes
into contact with one side of the external terminal 200, and
thus one image may be naturally displayed through the first
touchscreen 151 and the second touchscreen 251.

The controller 180 can display a specific image C10 on
the touchscreen TS (S520). The controller 180 can receive
predetermined input with respect to the specific image C10.
Contact between the mobile terminal 100 and the external
terminal may be cancelled upon reception of the predeter-
mined input (S530).

The predetermined input may include touch input applied
to the first touchscreen 151 of the mobile terminal 100 or the
second touchscreen 251 of the external terminal 200. Fur-
thermore, the predetermined input may include input of
selecting a predetermined menu white the specific image
C10 is displayed on the touchscreen TS.

Upon cancellation of contact between the mobile terminal
100 and the external terminal 200, the controller 180 can
segment the specific image C10 into a first image C11
displayed on the first touchscreen 151 and a second image
C12 displayed on the second touchscreen 251 (S540).

Image segmentation is an example of an editing process.
Accordingly, various editing processes in addition to image
segmentation may be applied to the first image C11 and the
second image C12 upon termination of contact between the
two terminals.

While the specific image C10 shown in FIG. 43 is
symmetrical on the basis of the contact face of the two
terminals, the present invention is not limited thereto and the
specific image C10 may be any image that can be displayed
as one image.

The controller 180 can store the first image C11 in the
mobile terminal 100 and store the second image C12 in the
external terminal 200 (S550). The controller 180 can control
the first image C11 to be displayed on the first touchscreen
151 and control the second image C12 to be displayed on the
second touchscreen 251 of the external terminal 200.

Furthermore, the controller 180 can control the first image
C11 to be set as a lock screen of the mobile terminal 100 and
displayed on the first touchscreen 151 in the lock state upon
termination of contact between the mobile terminal 100 and
the external terminal 200.

In addition, the external terminal 200 may control the
second image C12 to be set as a lock screen thereof and
displayed on the second touchscreen 251 in the lock state
upon cancellation of contact between the mobile terminal
100 and the external terminal 200.

The controller 180 can set the first image C11 as the
homescreen of the mobile terminal 100 upon cancellation of
contact between the mobile terminal 100 and the external
terminal 200. The external terminal 200 may perform the
same operation.

Thus, according to at least one of embodiments of the
present invention, it is possible to easily share content of two
terminals therebetween through a touchscreen area shared
through physical contact between the terminals.

In addition, according to at least one of embodiments of
the present invention, it is possible to easily use content
through a large screen by using touchscreens of the two
terminals as one screen according to physical contact
between the two terminals.

Furthermore, according to at least one of embodiments of
the present invention, it is possible to use content in various
manners in the mobile terminal according to physical con-
tact between the two terminals and cancellation of contact.
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The first to fifth embodiments of the present invention
may be independently implemented or one or more thereof
may be combined and implemented.

Various embodiments may be implemented using a
machine-readable medium having instructions stored
thereon for execution by a processor to perform various
methods presented herein. Examples of possible machine-
readable mediums include HDD (Hard Disk Drive), SSD
(Solid State Disk), SDD (Silicon Disk Drive), ROM, RAM,
CD-ROM, a magnetic tape, a floppy disk, an optical data
storage device, the other types of storage mediums presented
herein, and combinations thereof. If desired, the machine-
readable medium may be realized in the form of a carrier
wave (for example, a transmission over the Internet). The
processor may include the controller 180 of the mobile
terminal.

The foregoing embodiments are merely and are not to be
considered as limiting the present invention. The present
teachings can be readily applied to other types of methods
and apparatuses. This description is intended to be illustra-
tive, and not to limit the scope of the claims. Many alter-
natives, modifications, and variations will be apparent to
those skilled in the art. The features, structures, methods,
and other characteristics of the embodiments described
herein may be combined in various ways to obtain additional
and/or alternative embodiments.

As the present features may be embodied in several forms
without departing from the characteristics thereof, it should
also be understood that the above-described embodiments
are not limited by any of the details of the foregoing
description, unless otherwise specified, but rather should be
considered broadly within its scope as defined in the
appended claims, and therefore all changes and modifica-
tions that fall within the metes and bounds of the claims, or
equivalents of such metes and bounds, are therefore
intended to be embraced by the appended claims.

What is claimed is:

1. A mobile terminal, comprising:

a body;

a touchscreen provided to a front and extending to side of

the body and configured to display content; and

a controller configured to:

detect one side of the body comes into contact with one

side of an external terminal,

display a first area on the touchscreen corresponding to a

contact area of the body and the external terminal and
a second area including the content,

receive an input of moving the content displayed in the

second area to the first area,

display the content in the first area in response to the

input,

share the content in the first area with the external

terminal, and

control sizes of the first and second areas to vary accord-

ing to a length of a sliding contact surface between the
body and the external terminal when the one side of the
body and the one side of the external terminal come
into contact with each other in a sliding manner.

2. The mobile terminal of claim 1, wherein the first area
includes a first shared area included in the touchscreen and
a second shared area extended to a touchscreen of the
external terminal sharing the contact area with the first
shared area, and

wherein the controller is further configured to control the

first shared area and the second shared area as one
overall shared area.
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3. The mobile terminal of claim 2, wherein the controller
is further configured to:

receive a predetermined input applied to the content

displayed in the first area, and

magnify and display the content in the overall shared area

including the first shared area and the second shared
area.

4. The mobile terminal of claim 3, wherein the controller
is further configured to display multiple shared pieces of
content in the shared area when a plurality of zoom-out
inputs is sequentially input for the content displayed in the
overall shared area.

5. The mobile terminal of claim 2, wherein the controller
is further configured to:

display multiple pieces of content that have been moved

to the overall shared area, and

scroll the multiple pieces of content through a scroll input

applied to the shared area.

6. The mobile terminal of claim 2, wherein the input of
moving the content to the first area includes at least one of
a drag input of moving the content to the first shared area,
a drag input of moving the content to the second shared area,
and a drag input of moving content displayed in the first
shared area to the second shared area.

7. The mobile terminal of claim 2, wherein the controller
is further configured to add a download indicator to the
content when the content displayed in the first shared area is
not content stored in the mobile terminal.

8. The mobile terminal of claim 7, wherein the controller
is further configured to download the content and to store the
downloaded content in a memory upon reception of an input
of selecting the download indicator.

9. The mobile terminal of claim 2, wherein the controller
is further configured to share content associated with a
specific application through the shared area when the mobile
terminal comes into contact with the external terminal
during execution of the specific application.

10. The mobile terminal of claim 9, wherein the controller
is further configured to control the specific application to be
executed in the external terminal.

11. The mobile terminal of claim 9, wherein the controller
is further configured to display at least one application
commonly installed in the mobile terminal and the external
terminal in the first shared area and the second shared area.

12. The mobile terminal of claim 2, wherein the controller
is further configured to execute a first application for dis-
playing one or more images and to control a specific image
from among the one or more images to be displayed in the
overall shared area when the one side of the mobile terminal
comes into contact with the one side of the external terminal
while the specific image is displayed on the touchscreen.

13. The mobile terminal of claim 12, wherein the contact
area of the mobile terminal and the external terminal cor-
responds to the overall side of the mobile terminal and the
overall side of the external terminal.

14. The mobile terminal of claim 12, wherein the con-
troller is further configured to arrange a first image stored in
the mobile terminal and a second image stored in the
external terminal based on predetermined information and to
display the first and second images in the overall shared area
in a scrolling manner, upon reception of flicking input
applied to the shared area.

15. The mobile terminal of claim 2, wherein the controller
is further configured to seamlessly display a first image
output through a touchscreen provided to the side of the
body and a second image output through a touchscreen
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included in the external terminal when the content is dis-
played in the overall shared area.

16. The mobile terminal of claim 1, wherein the controller
is further configured to execute a predetermined application
through the second area irrespective of the sharing the
content through the first area.

17. The mobile terminal of claim 1, wherein the content
displayed in the second area includes at least one of a still
image, multimedia content including a video or a reproduc-
ible music file, an application, a text file and a contact list.

18. The mobile terminal of claim 1, further comprising:

a radio communication unit,

wherein the mobile terminal and the external terminal are

connected such that data communication is performed
therebetween through the radio communication unit
while the mobile terminal and the external terminal are
in contact with each other, when the one side of the
body and the one side of the external terminal come
into contact with each other.

19. A method for controlling a mobile terminal, the
method comprising:
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detecting one side of a body of the mobile terminal comes
into contact with one side of an external terminal;

displaying, via a touchscreen of the mobile terminal, a
first area corresponding to a contact area of the body
and the external terminal and a second area including
the content;

receiving, via a controller of the mobile terminal, an input
of moving the content displayed in the second area to
the first area;

displaying the content in the first area of the touchscreen
in response to the input; and

sharing, via the controller, the content in the first area with
the external terminal,

wherein sizes of the first and second areas are varied
according to a length of a sliding contact surface
between the body and the external terminal when the
one side of the body and the one side of the external
terminal come into contact with each other in a sliding
manner.



